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1 Research interests

Task-Oriented Dialogue (TOD) systems provide interac-
tive assistance to a user in order to accomplish a specific
task such as making a reservation at a restaurant or book-
ing a room in a hotel.

Speech presents itself as a natural interface for TOD
systems. A typical approach to implement them is to
use a modular architecture (Gao et al., 2018). A core
component of such dialogue systems is Spoken Language
Understanding (SLU) whose goal is to extract the rele-
vant information from the user’s utterances. While spo-
ken dialogue was the focus of earlier work (Williams
et al., 2013; Henderson et al., 2014), recent work has fo-
cused on text inputs with no regard for the specificities
of spoken language (Wu et al., 2019; Heck et al., 2020;
Feng et al., 2021). However, this approach fails to ac-
count for the differences between written and spoken lan-
guage (Faruqui and Hakkani-Tür, 2022) such as disfluen-
cies.

My research focuses on Spoken Language Under-
standing in the context of Task-Oriented Dialogue.
More specifically I am interested in the two following re-
search directions:

• Annotation schema for spoken TODs,

• Propagation of dialogue history for contextually
coherent predictions.

1.1 Annotation schema for spoken TODs

Chat TODs corpora benefit from a wide diversity of
semantic annotation schema which have different lev-
els of precision. The Slot-Value scheme is proba-
bly the most commonly used one, such as for the
Dialogue State Tracking (DST) annotations of Multi-
Woz (Budzianowski et al., 2018). However this scheme
lacks grounding (e.g. two mentions of the same entity
are seen as two separate values) which is a fundamental
aspect of human-human interactions (Benotti and Black-
burn, 2021). It also does not provide dynamic links be-

tween the mentioned entities1 which can be essential to
co-reference resolution. For instance, when a user book-
ing a hotel room refers to the previously mentioned ho-
tel by its address such as "I would like to book the one
in Prague.", the link between a hotel and its address be-
comes essential.

More recent schema such as Dialogue-AMR (Bo-
nial et al., 2020) and Dialogue Meaning Representation
(DMR) (Hu et al., 2022) address these shortcomings by
relying on the same mechanisms as Abstract Meaning
Representation (AMR) (Banarescu et al., 2013). Users of
spoken dialogue system (SDS) tend to refer to previously
mentioned entities by their characteristics which change
over the course of the dialogue. The hierarchical rela-
tions defined in DMR track those relations thus enabling
direct disambiguation. Dialogue-AMR further maps it to
specific robotic controls.

I believe such rich annotation scheme will help address
spoken TODs specificities and I am currently working on
such a scheme for the MEDIA spoken TOD dataset (Dev-
illers et al., 2004).

1.2 Dialogue history propagation

For TOD systems to help users accomplish complex
tasks, such as choosing the most relevant hotel to a user
requirements, it must take into account the information
provided in previous turns. Dialogue history is thus cru-
cial information for contextually accurate and consistent
predictions. However it remains unclear how to prop-
agate such context in a spoken dialogue understanding
model’s predictions.

During the recent Speech Aware Dialogue Systems
Technology Challenge (Soltau et al., 2022) all proposed
systems aggregated the dialogue history once transcribed,
including our system (Jacqmin et al., 2023) which ranked
first. End-to-End models, which benefit from joint-
optimization, require more sophisticated mechanism to
limit the input size.

1Note that definition of slot types often imply some static
relations between the slots. For instance in Multi-Woz DST
annotations slots are grouped by domain.
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I am currently exploring different fusion strategies be-
tween a textual semantic context and audio extracted fea-
tures (e.g. two cross attention modules each attending to
an encoder, modality fusion before the decoder).

2 SDS research

The Spoken Dialogue System field is moving at an in-
credibly fast pace and the gap between research and de-
ployment is narrowing. Therefore I believe future re-
search will have to rely on more realistic datasets.

• Such datasets should provide a database of entities
given that all errors do not lead to a wrong entity
matching.

• The very interactive nature of SDS implies that a
misunderstanding at a given turn can change how the
next turns unfold. I believe future datasets should be
dynamic and provide several continuations at each
turn. This will enable researchers to measure which
misunderstandings lead to poorer dialogue trajecto-
ries.

• Some chat corpora have been vocalized to bene-
fit from the large quantity of data of such corpora.
However SDS research also requires natural speech
datasets to take into account the specific interactions
(e.g. confirmations, repetitions, turn taking) of spo-
ken dialogues.

Finally evaluating the impact of SDS components on
the completion of the targeted task seems to be a promis-
ing and mandatory research path.

3 Suggested topics for discussion

In a broader discussion I believe the following topics
might be interesting to discuss:

• While generative models are displaying impressive
capacities they may not provide a reliable and con-
sistent behavior. For instance when SDS are con-
nected to APIs, it becomes essential to include some
control over the inputs of the APIs. Hence I believe
discussing techniques to secure the use of such mod-
els in SDS might prove helpful.

• Prompting techniques are being widely adopted,
however we have only little understanding of how
they work. I believe sharing our experience and
knowledge of prompting can provide indications of
what seems to happen internally with prompts. For
instance, one might wonder if any type of informa-
tion (e.g. structured, audio, image) can be passed as
a prompt.

• Finally I believe SDS research should take into ac-
count its ethical implications such as the greenhouse
gas emission burden of deep learning or the anthro-
pomorphic relation users tend to develop with dia-
logue systems. Investigating computing wise effi-
ciency and human computer interaction in the con-
text of SDS might help move forward in both direc-
tions.
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