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Abstract

Online conversations are particularly suscepti-
ble to derailment, which can manifest itself in
the form of toxic communication patterns like
disrespectful comments or verbal abuse. Fore-
casting conversation derailment predicts signs
of derailment in advance enabling proactive
moderation of conversations. Current state-of-
the-art approaches to address this problem rely
on sequence models that treat dialogues as text
streams. We propose a novel model based on a
graph convolutional neural network that consid-
ers dialogue user dynamics and the influence
of public perception on conversation utterances.
Through empirical evaluation, we show that our
model effectively captures conversation dynam-
ics and outperforms the state-of-the-art models
on the CGA and CMV benchmark datasets by
1.5% and 1.7%, respectively.

1 Introduction

The widespread availability of chat or messaging
platforms, social media, forums and other online
communities has led to an increase in the num-
ber of online conversations between individuals
and groups. In contrast to offline or face-to-face
communication, online conversations require mod-
eration to maintain the integrity of the platform
and protect users’ privacy and safety (Kilvington,
2021). Moderation can help to prevent harassment,
trolling, hate speech, and other forms of abusive
behavior (Tontodimamma et al., 2021). It can also
help to prevent and address conversation derail-
ment.

Conversation derailment refers to the process
by which a conversation or discussion is redirected
away from its original topic or purpose, typically as
a result of inappropriate or off-topic comments or
actions by one or more participants. In online con-
versations, derailment can be exacerbated by the
lack of nonverbal cues and the perceived anonymity
that can be provided by the internet. Conversation

(a) Conversation CCGA (b) Conversation CCMV

Figure 1: Conversation derailment examples coming
from two benchmark datasets, CGA and CMV; (a) illus-
trates graph dynamics in a conversation, and (b) illus-
trates public perception through votes in a conversation.
Our FGCN model exploits these features to improve the
accuracy of conversation derailment forecasting.

derailment can lead to confusion, frustration, and a
lack of productivity or progress in the conversation.
Table 1 shows an example conversation taken from
the popular CGA benchmark dataset (Zhang et al.,
2018). One can observe that there is offensive lan-
guage used by one of the participants that leads the
conversation to derail. The severity of the verbal
attack may indicate a prior history between the two
participants in previous conversations.

In this research, we examine the problem of fore-
casting conversation derailment. The ability to
predict conversation derailment early has multifold
benefits: (i) it is more timely, as it allows for proac-
tive moderation of conversations (before they cause
any harm) due to early warning, (ii) it is more scal-
able, as it allows to automatically monitor large
active online communities, a task that is otherwise
time-consuming, (iii) it is more cost-effective, as
it may provide enough aid to limit the number of
human moderators needed, and (iv) it may identify
upsetting content early and prevent human modera-
tors from being exposed to it.

Early efforts towards automatic moderation fo-
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Turn User Text Label

N − 3 A “Proper use of an editor’s his-
tory includes fixing errors or
violations of Wikipedia pol-
icy or correcting related prob-
lems on multiple articles."

N − 2 B “It’s very clear that you just
go to my contributions list
and look to see what biogra-
phy articles I’ve worked on,
then you go and look to see if
you can find something wrong
with them. "

N − 1 A “So, what is wrong with fixing
things? At the top of my talk
page, it says to keep it on your
watchlist. "

N B “You cannot possibly be too
stupid to understand the warn-
ing I’m giving you. I’m not
going to repeat it."

?

Table 1: A sample conversation from the Conversation
Gone Awry (CGA) dataset showing a sequence of text
utterances that end with a verbal abuse. Given the con-
versation context up to N−1 turns, the task is to predict
whether turn N will be a respectful or offensive state-
ment prior to it being presented leading to derailment
(it is offensive, in this case).

cused on detecting inappropriate comments once
they have occurred. But the utility of such an ap-
proach is limited as participants have already been
exposed to an abusive behavior and any potential
harm has already been caused. The current state-
of-the-art approach to predict conversation derail-
ment relies on sequence models that treat dialogues
as text streams (Chang et al., 2022; Kementched-
jhieva and Søgaard, 2021). However, this approach
has limitations, as it ignores the semantics and dy-
namicity of a multi-party dialogue involving in-
dividuals’ intrinsic tendencies and the history of
interactions with other individuals.

Based on these observations, we propose a graph-
based model to capture multi-party multi-turn di-
alogue dynamics. In addition, we leverage infor-
mation associated with conversation utterances that
provide public perception on whether an utterance
is perceived as positive or negative.

There exist two popular benchmark datasets typ-
ically employed for the problem of interest: Con-
versations Gone Awry (CGA) (Zhang et al., 2018)
and Reddit ChangeMyView (CMV) (Chang and
Danescu-Niculescu-Mizil, 2019). Both datasets
contain multi-party conversations, including the
text and an anonymous user ID of each utterance,
along with a label annotation on whether the con-

versation will derail or not. CMV also includes a
public vote on each of the utterances that provides
the public perception of individuals towards it.

Figure 1a shows an example multi-party conver-
sation from CGA that is not sequential in nature.
Note as well that some participants are in either
agreement or disagreement of a heated argument.
Graph models are more accustomed to represent
such dialogue dynamics. Figure 1b shows an ex-
ample conversation from CMV that shows sample
voting scores on each utterance in the conversation
that could be related to derailment.

Graph neural networks have been successfully
used to model conversations for downstream clas-
sification tasks. For example, they have shown
promise in forecasting the next emotion in a con-
versation (Li et al., 2021), a problem similar to that
of interest in this work. This motivated us to ex-
plore this line of research and make the following
contributions:

• We propose a novel model based on a graph
convolutional neural network, the Forecasting
Graph Convolutional Network (FGCN), that
captures dialogue user dynamics and public
perception of conversation utterances.

• We perform an extensive empirical evalua-
tion of FGCN that shows it outperforms the
state-of-the-art models on the GCA and CMV
benchmark datasets by 1.5% and 1.7%, re-
spectively.

The remainder of the paper is organized as fol-
lows. Section 2 reviews related work. The technical
problem of interest is presented in Section 3. Sec-
tion 4 presents the proposed models. Section 5
presents the experimental setup, and Section 6
presents the results and a discussion. We conclude
in Section 7.

2 Related Work

There has been considerable research attention on
the problem of detecting various forms of toxi-
city in text data. There are methods for identi-
fying cyberbullying (Wiegand et al., 2019), hate
speech (Davidson et al., 2017), or negative senti-
ment (Agrawal and An, 2014; Wang and Cardie,
2016) or lowering the intensity of emotions (Ziems
et al., 2022; Xie and Agrawal, 2023). These meth-
ods are useful in filtering unacceptable content.
However, the focus of these models is on mostly
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analyzing or classifying already posted harmful
texts.

The CRAFT models introduced by Chang et al.
(2022) are the first models to go beyond classifica-
tion of hate speech to addressing the problem of
forecasting conversation derailment. The CRAFT
models integrate two components: (a) a genera-
tive dialog model that learns to represent conver-
sational dynamics in an unsupervised fashion, and
(b) a supervised component that fine-tunes this rep-
resentation to forecast future events. As a proof
of concept, a mixed methods approach combining
surveys with randomized controlled experiments
investigated how conversation forecasting using
the CRAFT model can help users (Chang et al.,
2022) and moderators (Schluger et al., 2022) to
proactively assess and deescalate tension in online
discussions.

Extending the hierarchical recurrent neural net-
work architecture with three task-specific loss func-
tions proposed by Janiszewski et al. (2021) was
shown to improve the CRAFT models. After
pretrained transformer language encoders such as
BERT (Devlin et al., 2018) proved to be success-
ful at various NLP tasks, Kementchedjhieva and
Søgaard (2021) explored how they can be used for
forecasting derailment. The model in this work con-
sists of a BERT checkpoint with a sequence classifi-
cation (SC) head. Similarly, De Kock and Vlachos
(2021) evaluated feature-based and neural models
to predict whether disagreements in Wikipedia Talk
page conversations will be escalated to mediation
by a moderator.

Saveski et al. (2021) studied the relationship be-
tween structure and toxicity in conversations on
Twitter at individual, dyad, and group level, and
found that social relationships among users influ-
ence their behaviors. Salehabadi et al. (2022) also
studied the differences between toxic and non-toxic
conversations on Twitter, highlighting important
differences between user engagement and toxic-
ity. While these recent works stress the importance
of user characteristics in conversation modeling,
to our knowledge, models that incorporate such
signals for the task of predicting derailment have
remained unexplored.

Here we propose graph-based models for lever-
aging user-specific information. Graph convolu-
tional neural networks have been used for conver-
sation classification. In one popular application,
emotion estimation, the graph model is used to ac-

count for speaker related information (Ghosal et al.,
2019; Sun et al., 2021). Other work have used sim-
ilar graph neural networks to forecast emotions
(Zhong et al., 2019; Lubis et al., 2019; Liang et al.,
2022; Li et al., 2021).

3 Problem Definition

In this section, we formally define the problem of
forecasting conversation derailment. For a con-
versation C = {{t1, t2, ..., tN} , {u1, u2, ..., uN} ,
{s1, s2, ..., sN}} consisting of N turns, the last
turn (i.e., the N ’th turn) is the potential site of
derailment where l = {civil, personal attack}
denotes the label of this turn.

For the ith turn, ti denotes its text, ui denotes its
user, and si denotes an optional score, e.g., num-
ber of votes (up-vote/down-vote). An up-vote is
a positive impression and a down-vote is a nega-
tive impression on the turn utterance. The goal
is to forecast the derailment label l of the N ’th
turn given a conversation C up to N − 1 turns (i.e.,
without any information about the N th turn).

4 Model for Forecasting Conversation
Derailment

In this section, we describe our proposed Forecast-
ing Graph Convolutional neural Network model,
(FGCN), visualized in Figure 2.

4.1 Sequential encoding

The input to the model consists of the text ti, user
ID ui and/or the public perception score si for each
turn in the conversation i ∈ [1, 2, ..., N − 1], as
described below:
Textual input — the input consists of an encod-
ing of the turn text ti using BERT embeddings
extracted after fine tuning as described in Ke-
mentchedjhieva and Søgaard (2021), resulting in
the sequential encoding of the text as vector t

′
i .

User ID input — the input consists of an encoding
of the user ID as a randomly initialized vector ui,
where each user has a unique vector; we use BiL-
STM sequential encoding to obtain the utterance
user ID vectors u

′
i. We use unique randomly initial-

ized vectors to avoid privacy issues that may arise
using actual IDs.
Public perception input — the input consists of
a popularity score where the up-votes on a turn is
subtracted by the down-votes on the same. To ob-
tain the score vector si we use equal depth binning
to capture three levels of popularity for positive
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Figure 2: The FGCN model architecture.

scores and three levels of unpopularity for negative
scores. We use a BiLSTM sequential encoder on si
resulting in utterance public perception vectors s

′
i.

4.2 Graph Construction

For a given conversation, the output of the sequen-
tial encoder for each one of these input types t

′
i, u

′
i

and s
′
i is used to initialize the vertices in the homo-

geneous graphs shown in Figure 2. The vertices
in the graphs represent the turns in the conversa-
tion. Each graph Gx = (V,E,R,W ), for each
type of input x ∈ {t, u, s}, is constructed with
vertices vi ∈ V , rij ∈ E is the labeled edges be-
tween vi and vj , the edge labels (relations) ∈ R
and αij is the weight of the labeled edge rij , with
0 ≤ αij ≤ 1, where αij ∈ W , i ∈ [1, 2, ..., N − 1]
and j ∈ the set of all neighboring vertices to vi.

For each conversation we construct three types
of graphs; a text-based Gt, a user-based Gu and a
public perception score-based Gs. In Gt, each con-
versation turn is represented as a vertex vi ∈ V and
is initialized with the textual sequentially encoded
feature vector t

′
i, for all i ∈ [1, 2, ..., N − 1]. In

Gu each vertex is initialized with a utterance user
ID vector u

′
i, for all i ∈ [1, 2, ..., N − 1] provided

by the sequential encoder. Similarly, in Gs each
vertex is initialized with a utterance public score

vector s
′
i, for all i ∈ [1, 2, ..., N − 1] provided by

the sequential encoder.

User to user relationship edge construction. We
establish the direct user to user relationship in a
conversation through the edge construction of each
graph. This results in efficient graph modeling with
less complexity compared to complete graphs. Fig-
ure 3 shows an example graph edge construction
for a given conversation. In user-to-user relation-
ship edge construction, each vertex vi representing
a turn in the conversation has directed edges con-
necting it to its preceding (parent) and succeeding
comments/turns (children). Same user comments
(turns) are also connected through directed edges.
The user-to-user relation ∈ R of an edge rij is set
based on the user-to-user dependency between user
ui (of turn vi) and user uj (of turn vj).

For example, in Figure 3, there are four users, so
the set of edge labels R has the relation types shown
under user-to-user dependency. Furthermore, as the
graph is directed, two vertices can have edges in
both directions with different relations. We use this
to represent the past (backward) and future (for-
ward) temporal dependency between the vertices,
shown as temporal user dependency. The edge
weights are set using a similarity based attention
module. The attention function is computed such

163



Figure 3: An example graph edge construction for the
given conversation with user-to-user and temporal de-
pendency.

that, for each vertex, the incoming set of edges has
a sum total weight of 1. The weights are calculated
as, αij = softmax(vTi We[vj1 , ..., vjm ]), for jk,
where k = 1, 2, ..,m, for the m vertices connected
to vi, ensuring the vertex vi receives a total weight
contribution of 1.

4.3 Feature Transformation
The sequentially encoded text features t

′
i, the user

features u
′
i, and the public perception features s

′
i

of the graph network are transformed from user
dynamic independent into user dynamic dependent
feature vectors using a two-step graph convolution
process employed by Ghosal et al. (2019). In the
first step, a new feature vector is computed for
each vertex in all three graphs by aggregating local
neighbourhood information:

u
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr u

′
j + αiiW0 u

′
i),

t
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr t

′
j + αiiW0 t

′
i)

s
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr s

′
j + αiiW0 s

′
i)

for i = 1, 2, ..., N − 1, where, αii and αij are the
edge weights, and N r

i is the neighbouring indices
of vertex i under relation r ∈ R. ci,r is a prob-
lem specific normalization constant automatically
learned in a gradient based learning setup. Σ is

an activation function such as ReLU, and Wr and
W0 are learnable parameters of the transformation.
In the second step, another local neighbourhood
based transformation is applied over the outputs of
the first step, as follows:

u
′′
i = σ(

∑

j∈Nr
i

W u
′′
j + αiiW0 u

′′
i ),

t
′′
i = σ(

∑

j∈Nr
i

W t
′′
j + αiiW0 t

′′
i )

s
′′
i = σ(

∑

j∈Nr
i

W s
′′
j + αiiW0 s

′′
i )

for i = 1, 2, ..., N − 1, where, W and W0 are
transformation parameters, and σ is the activation
function. This two step transformation accumulates
the normalized sum of the local neighbourhood.

4.4 Forecasting Derailment
To form the final turn representation, the sequential
encoded vectors t

′
i, u

′
i and s

′
i, and the user dynamic

encoded vectors t
′′
i , u

′′
i and s

′′
i are concatenated for

each turn i in a conversation to form:

gi = [t
′
i, u

′
i, s

′
i, t

′′
i , u

′′
i , s

′′
i ]

Then, each gi, i ∈ {1, 2...., N −1} is concatenated
to form a representation of the conversation C:

C
′
= [g1, g2..., gN−1]

Finally, C
′

is fed to a classifier with a linear layer,
a full connected network and a sigmoid activation
function, as described by Ghosal et al. (2019), to
obtain the label l̂ of each conversation C.

4.5 Model variants
To understand the effect of each type of input on
forecasting derailment, we create variants of our
model where the types of input are gradually in-
cluded. The following is a more detailed descrip-
tion of the models used in this work.
FGCN-T — this variant of the model constructs
one graph using the output of the sequential en-
coder on the textual data t

′
i. It is created for both

CGA and CMV, as both contain the textual data.
FGCN-T uses only the textual layer shown in Fig-
ure 2. At classification it concatenates t

′
i with the

result of the GCN feature transformation t
′′
i during

user dynamic encoding.
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Dataset Input Train Val Test
t u s

CGA ✓ ✓ ✓ 2508 840 840
CMV ✓ ✓ ✕ 4106 1368 1368

Table 2: Statistics of the datasets. t denotes text input,
u denotes user ID input and s denotes public perception
score input. All splits are balanced between the two
classes.

FCGN-TU — this variant of the model constructs
two graphs using the output of the sequential en-
coder, one for the textual output t

′
i and the other for

the user ID output u
′
i. It is created for both CGA

and CMV, as both contain the textual and user ID
data. FGCN-TU uses the textual and user ID layer
shown in Figure 2. At classification it concatenates
t
′
i and u

′
i with the result of the GCN feature trans-

formation t
′′
i and u

′′
i during user dynamic encoding.

FGCN-TS — this variant of the model constructs
two graphs using the output of the sequential en-
coder, one for the textual output t

′
i and the other

for the public perception score output s
′
i. It is cre-

ated for CMV, as only CMV contains the public
perception data. FGCN-TS uses the textual and
public score layer shown in Figure 2. At classifica-
tion it concatenates t

′
i and s

′
i with the result of the

GCN feature transformation t
′′
i and s

′′
i during user

dynamic encoding.
FGCN-TSU — this variant of the model constructs
three graphs using the output of the sequential en-
coder, one for the textual output t

′
i, the user ID

output u
′
i and the public perception score output s

′
i.

It is created for CMV, as only CMV contains the
public perception data. FGCN-TSU uses all layers
shown in Figure 2. At classification it concatenates
t
′
i, u

′
i and s

′
i with the result of the GCN feature

transformation s
′′
i and s

′′
i during user dynamic en-

coding.

5 Experimental Setup

5.1 Datasets
We use two datasets for the task of forecasting
derailment in conversations. Some statistics of the
datasets are summarized in Table 2.

Conversations Gone Awry (CGA) dataset (Zhang
et al., 2018) was extracted from Wikipedia Talk
Page conversations. The conversations were sam-
pled from WikiConv (Hua et al., 2018) based on
an automatic measure of toxicity that ranges from

0 (not toxic) to 1 (is toxic). A conversation is
extracted as a sample of derailment if the N th com-
ment in it has a toxicity score higher than 0.6 and
all the preceding comments have a score lower than
0.4. Conversations having all comments with a tox-
icity score below 0.4 are extracted as samples of
non-derailment. This set of conversations is further
filtered through manual annotation to determine
whether after an initial civil exchange a personal
attack occurs from one user towards another. The
conversations include the turn with the personal
attack. This means all N − 1 turns in a conver-
sation are civil and the N ’th one is either civil or
contains a personal attack. The dataset also con-
tains additional information about each comment
in the conversation such as the user posting the
comment and the ID of the parent comment that
this comment was a reply to.

Reddit ChangeMyView (CMV) dataset (Chang
and Danescu-Niculescu-Mizil, 2019) was extracted
from Reddit conversations held under the Change-
MyView subreddit. Conversations were identified
as derailed if there was a deletion of a turn by the
platform moderators. This could have been done
under Reddit’s Rule: “Don’t be rude or hostile to
other users.” Unlike CGA, there is no control to en-
sure that all the preceding comments to the last one
would be civil, resulting in some noise in the data.
The dataset also contains additional information
about each comment in the conversation such as
the user posting the comment, the ID of the parent
comment that this comment was a reply to, and a
votes score (i.e., the number of up-votes minus the
number of down-votes).

5.2 Evaluation Metrics

Following prior work, we report the performance
of the models in terms of accuracy (Acc), preci-
sion (P), recall (R), and F1-score. We also report
the forecast horizon H introduced by Kementched-
jhieva and Søgaard (2021), which is the mean of
the turns in which the first detection of derailment
occurred for the set of conversations that derail.

5.3 Baselines

Our FGCN model and its variants are evaluated
against the state-of-the-art methods below.

CRAFT (Chang and Danescu-Niculescu-Mizil,
2019) is a model with a hierarchical recurrent neu-
ral network architecture, which integrates a gener-
ative dialog model that learns to represent conver-
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CGA CMV
TRANING MODEL Acc P R F1 Acc P R F1

ST
A

T
IC

CRAFT 64.4 62.7 71.7 66.9 60.5 57.5 81.3 67.3
BERT·SC 64.7 61.5 79.4 69.3 62.0 58.6 82.8 68.5
FGCN-T 66.4 63.0 79.5 70.3 62.9 59.2 83.0 69.1
FGCN-TU 66.9 63.3 80.2 70.8 63.2 59.5 83.0 69.3
FGCN-TS - - - - 64.2 60.3 83.2 69.9
FGCN-TSU - - - - 64.7 60.7 83.3 70.2

D
Y

N
A

M
IC

BERT·SC+ 64.3 61.2 78.9 68.8 56.5 56.0 73.2 61.7
FGCN-T+ 65.7 62.2 79.7 69.9 62.1 58.5 82.0 68.3
FGCN-TU+ 65.9 62.4 80.2 70.2 62.7 58.8 82.7 68.8
FGCN-TS+ - - - - 62.9 59.2 82.9 69.1
FGCN-TSU+ - - - - 63.5 59.7 83.1 69.5

Table 3: Experimental results for forecasting conversation derailment. Best F1-score are in bold.

sational dynamics in an unsupervised fashion, and
a supervised component that fine-tunes this rep-
resentation to forecast future events. This model
is trained statically. Static training entails that all
N − 1 turns {t1, ..., tN−1} of a conversation of N
turns are used as one input instance.

BERT·SC (Kementchedjhieva and Søgaard, 2021)
is a model consisting of the BERT checkpoint with
a sequence classification (SC) head, trained stati-
cally, i.e. in the same manner as CRAFT.

BERT·SC+ (Kementchedjhieva and Søgaard,
2021) similar to BERT·SC consists of the BERT
checkpoint with a sequence classification (SC)
head, but is instead trained dynamically. Dy-
namic training entails that a conversation of N
turns {t1, ..., tN−1} with label l is mapped to mul-
tiple training samples, each representing a different
phase of the conversation unfolding, but all labeled
with the same label l. So a conversation of N turns
is converted into N − 1 training instances samples
{t1}, {t1, t2}, ..., {t1, ..., tN−1} instead of just the
one {t1, ..., tN−1}.

5.4 Implementation

We use two training paradigms, static and dynamic:
In static training, for each conversation we use
one training instance with all turns {{t1, ..., tN−1},
{u1, ..., uN−1} and/or {s1, ..., sN−1}} as input. In
dynamic training, we use multiple instances of
each conversation, by varying the last turn used
in each training instance. So, we use {t1, u1
and/or s1} as an instance, {{t1, t2}, {u1, u2} ,
and/or {s1, s2}} as another instance, and so on un-
til the last instance {{t1, ..., tN−1}, {u1, ..., uN−1}

and/or {s1, ..., sN−1}}. So we have N − 1 in-
stances of each conversation. We denote all dy-
namically trained models with an added “+” at the
end of the model name.

At inference time, the model is tested dynami-
cally, i.e., by using turn {t1, u1 and/or s1} as in-
put, and making a prediction l̂1, then using turns
{{t1, t2}, {u1, u2}, and/or {s1, s2}}, and making
a prediction l̂2, and so on until N − 1 predictions
have been accumulated. The overall predicted la-
bel for a given conversation is then obtained as
l̂ = maxN−1

i=1 l̂i.

Our models used the same BERT implemen-
tation (i.e., bert-base-uncased) as in the
baseline models (Kementchedjhieva and Søgaard,
2021), for our textual sequential encoding, to en-
sure a comparable evaluation setting. However, it
is worth mentioning that any pretrained language
model can be used. The graph neural network com-
ponent described in this work is implemented with
settings similar to that reported by Ghosal et al.
(2019). The results are reported as an average over
10 different runs with random initialization, to ac-
count for variance in model performance.

6 Results and Discussion

In the forecasting conversation derailment experi-
ment we report the results of the static and dynamic
training of our model and its variants and compare
with baselines. In the analyzing mean forecast hori-
zon experiment we show how early each model can
forecast derailment.
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Figure 4: Forecast horizon on the CGA dataset with a model drawn at random from among the 10 available ones. A
horizon of 1 means that an upcoming derailment was only predicted on the last turn before it occurred.

6.1 Forecasting Conversation Derailment

The results in Table 3 show that across both the
datasets, FGCN-T, our text based graph neural net-
work model, outperforms baseline models when
given similar text input. FGCN-TU, which explic-
itly uses user ID’s in addition to text data, further
improves the results for both the datasets. FGCN-
TS, which uses text and public perception data
in the CMV dataset, brings similar improvements.
Furthermore, the results of the FGCN-TSU model,
which uses text, user and public perception data,
indicate that incorporating all three features when
available can be beneficial. Note that CGA does
not provide any public perception data and was
excluded from this experiment.

Statically trained models outperform their cor-
responding dynamically trained models. However,
our dynamically trained models outperform both
statically and dynamically trained baselines.

Taken together, these results indicate that mod-
eling conversations using a graph neural network
improves the models’ forecasting F1-score. They
also demonstrate that this modeling framework is
flexible and allows for incorporating more types
of data that may be beneficial. For instance, fu-
ture work could investigate the potential benefit
of integrating explicit emotion or sentiment values
(Babanejad et al., 2019; Agrawal et al., 2016) into
derailment forecasting models.

6.2 Analyzing Mean Forecast Horizon

How early can the model forecast the derailment?
To answer this question we calculate the forecast

CGA CMV

CRAFT 2.36 4.01
BERT·SC 2.60 3.90
BERT·SC+ 2.85 4.06
FGCN-T 2.73 4.03
FGCN-T+ 2.96 4.12

Table 4: Experimental results of mean forecast horizon
(H).The best result is shown in bold whereas the second
best result has been underlined.

horizon H , the mean of the turn in which the first
detection of derailment occurred for the set of con-
versations that derail. A forecast horizon H of
1 means that a derailment coming up on turn N
was first detected on turn N − 1. A longer fore-
cast horizon (i.e., a higher H) allows for earlier
interventions and potentially allows moderators to
delete the upcoming personal attack as soon as it
appears on their platform to avoid any form of es-
calation. Models that are able to detect a potential
intervention earlier have a clear advantage.

In Table 4 we report the results of the mean
forecast horizon H . The results show that our
model FGCN-T+ with its dynamic training pro-
vides the earliest overall forecasting of derailment
with a mean H of 4.12 for CMV, and 2.95 for
CGA. Followed by another dynamically trained
model BERT.SC+. For the statically trained mod-
els (CRAFT, BERT.SC, and FGCN-T), FGCN-T
has the best performance as it seems to be able to
better model the dynamic relationships between the
users of the turns with its graph model, obtaining a
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mean H of 4.03 for CMV and, 2.73 for CGA.
We perform further analysis of the forecast hori-

zon results for CGA. Figure 4 illustrates the fore-
cast horizon of the different models. In earlier
work, both CRAFT and BERT·SC, the models
make a prediction with a forecast horizon H > 1
turn at a high rate. Only 20% of CRAFT’s forecasts
and 17.5% of BERT·SC’s forecasts came on the last
turn before the derailment. Turning to BERT·SC+,
we see that dynamic training has helped in shift-
ing a lot of the density from H <= 3 towards
H > 3. The last-minute forecasts for BERT·SC+
model come at a rate of only 7.5%. FGCN-T and
FGCN-T+ uses BERT.SC in its sequential textual
component and combines it with a graph compo-
nent. FGCN-T was also able to shift density from
H <= 3 towards H > 3 even though it was trained
statically, indicating that the result was due to the
graph modeling. The dynamiclly trained FGCN-
T+ outperforms all by shifting even more density
towards H > 3 and a last minute forecast at a rate
of only 7%.

7 Conclusion

Unlike previous models which were based on sim-
pler sequence models, FGCN is built on a graph
convolutional neural network and is able to capture
the dynamics of multi-party dialogue, including
user relationships and public perception of conver-
sation statements. FGCN performed significantly
better than state-of-the-art models on two widely
used benchmark datasets, CGA and CMV. Con-
versation derailment is a significant issue that fre-
quently and severely impacts our online social inter-
actions, whether in casual settings or more formal
contexts such as online learning or remote work.
The ability to accurately predict derailment has the
potential to enhance the effectiveness of modera-
tion and thus protect individuals who are vulnerable
to emotional abuse or harm and improve the overall
quality of online interactions.

Limitations

Graph models require four or more utterances to
form meaningful conversation connections and
model their dynamics. In some cases, conversa-
tions that derail are not sufficiently long and may
be best modeled by simpler sequential models. Any
of these models will work best with asynchronous
conversations where there is a time lag between the
turns to allow for moderation after forecasting.

Ethics Statement

In our paper, we focus on the problem of forecast-
ing conversation derailment. The practical employ-
ment of any such system on online platforms has
potential positive impact, but several things would
be important to first consider, including whether
forecasting is fair (Williamson and Menon, 2019),
how to inform users about the forecasting (in ad-
vance, and when the forecasting affects users), and
finally what other action is taken when derailment
is forecast. Please refer to (Kiritchenko et al., 2020)
for a related overview of such considerations, in
the context of abusive language detection.
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