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Abstract

In this paper, we (Team NICT-AI4B) describe
the MT systems that we submit to the Indic
MT task in WMT 2023. Our primary system
consists of 3 stages: Joint denoising and MT
training using officially approved monolingual
and parallel corpora, backtranslation and, MT
training on original and backtranslated parallel
corpora. We observe that backtranslation leads
to substantial improvements in translation qual-
ity up to 4 BLEU points. We also develop 2
contrastive systems on unconstrained settings,
where the first system involves fine-tuning of
IndicTrans2 Data Augmentation (DA) models
on official parallel corpora and seed data used
in Gala et al. (2023), and the second system
involves a system combination of the primary
and the aforementioned system. Overall, we
manage to obtain high-quality translation sys-
tems for the 4 low-resource North-East Indian
languages of focus.

1 Introduction

The increasing online presence1 of the Indian popu-
lation along with the economic growth2 of India has
necessitated the development of translation systems
for Indian languages. There have been substantial
efforts towards collecting monolingual and parallel
corpora, as well as developing machine translation
systems using them (Ramesh et al., 2022; Doddapa-
neni et al., 2023). Most recently, IndicTrans2 (Gala
et al., 2023), an MT system, and its accompanying
parallel corpus BPCC, were released. This corpus
covers all 22 Indian languages covered in the 8th
schedule3 of the Constitution of India.

While IndicTrans2 has achieved comparable or
better results compared to existing systems like

1https://datareportal.com/reports/
digital-2023-india

2https://www.cnbc.com/2023/07/26/
imf-raises-2023-economic-growth-forecast-for-india.
html

3https://www.mha.gov.in/sites/default/files/
EighthSchedule_19052017.pdf

NLLB (Costa-jussà et al., 2022), a major limitation
is that there is no specific focus on language sub-
groups. One of such subgroups is the North-East
Indian languages, which this shared task focuses
on. The task focuses on translation to/from English
and the following 4 North-East Indian languages:
Assamese, Manipuri, Mizo and Khasi. We submit
constrained as well as unconstrained MT systems
for the 8 translation directions in this task. For fur-
ther details on the shared task, kindly refer to (Pal
et al., 2023).

We leveraged ideas such as joint multilingual
denoising and MT training followed by back-
translation at scale. First, due to the small size
of the official parallel corpora, we utilized avail-
able and permitted monolingual corpora for all
languages involved and trained on a combination
of text-infilling and MT objectives to train an ini-
tial MT system. We used this system to generate
large back-translated corpora, which were com-
bined with the official parallel corpora to train the
final primary system. The back-translated corpora,
due to their scale, led to improvements up to 4
BLEU as measured on the development set. We
also submitted two contrastive systems: the first
one was obtained via fine-tuning IndicTrans2 DA
models (Gala et al., 2023) and the second one was
a system combination of the primary and the afore-
mentioned contrastive system. We observed that
our first contrastive system outperformed the pri-
mary for some language pairs due to the utilization
of a strong pretrained MT model as initialization
and additional high-quality data being used to fine-
tune them. As for our second contrastive system,
we observed improvements for directions where
there was a small performance gap between the
primary and the first contrastive system.

2 Related Work

Our submissions leverage ideas from topics such as
multilingualism (Dabre et al., 2020), denoising pre-

https://datareportal.com/reports/digital-2023-india
https://datareportal.com/reports/digital-2023-india
https://www.cnbc.com/2023/07/26/imf-raises-2023-economic-growth-forecast-for-india.html
https://www.cnbc.com/2023/07/26/imf-raises-2023-economic-growth-forecast-for-india.html
https://www.cnbc.com/2023/07/26/imf-raises-2023-economic-growth-forecast-for-india.html
https://www.mha.gov.in/sites/default/files/EighthSchedule_19052017.pdf
https://www.mha.gov.in/sites/default/files/EighthSchedule_19052017.pdf
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training (Lewis et al., 2020; Dabre et al., 2022),
backtranslation (Sennrich et al., 2016), transfer
learning (Zoph et al., 2016) and system combina-
tion (Heafield and Lavie, 2010, 2011).

The North-East Indian languages of focus in this
shared task are all low-resource languages, and
transfer learning via multilingualism is a reliable
solution in this case. Transfer learning can be
achieved by fine-tuning a pre-trained model (Zoph
et al., 2016) but this involves two stages. On the
other hand, multilingual training (Johnson et al.,
2017; Dabre et al., 2020) involves implicit transfer
via joint training. We explore both strategies when
developing our systems.

Backtranslation (Sennrich et al., 2016) involves
taking intermediate translation systems and trans-
lating monolingual corpora into another language.
The synthetic-source and original target parallel
corpora, can typically be orders of magnitude larger
than the parallel corpora used to train the interme-
diate systems and when used at scale, such back-
translated corpora are known to help improve trans-
lation quality (Edunov et al., 2018) and therefore
we attempt to use as much monolingual corpora as
possible for backtranslation. While there are itera-
tive backtranslation (Hoang et al., 2018) strategies
where the process of model training and backtrans-
lation is performed repeatedly, their computational
complexity makes them a less attractive solution to
us.

An alternative to backtranslation is denoising
pretraining using monolingual corpora (Lewis et al.,
2020; Dabre et al., 2022) and when combined with
MT training as a joint objective (Kamboj et al.,
2022) is known to significantly improve MT quality.
Since backtranslation and denoising pre-training
are known to be orthogonal (Liu et al., 2020), we
leverage the joint denoising and MT training ap-
proach only for intermediate models which are used
for backtranslation.

3 Our Systems

We submit 3 systems, one primary (constrained)
and two contrastive (unconstrained).

3.1 Primary System

To create our primary system, we do the following:

1. Augment official monolingual data with the
external monolingual corpora for the 4 North-
East Indian languages and English.

2. Train a many-to-many encoder-decoder Trans-
former (Vaswani et al., 2017) model with the
joint text-infilling (denoising) (Lewis et al.,
2020; Dabre et al., 2022) and the MT objec-
tives, using the augmented monolingual and
official parallel corpora, respectively. To pre-
vent the model from over-adapting to the in-
filling objective, we oversample the parallel
corpora.

3. Use the aforementioned model to back-
translate the monolingual corpora.

4. Combine the backtranslated and official paral-
lel corpora while oversampling the latter, and
then train a many-to-many MT model.

3.2 Contrastive System #1
For our contrastive system, we investigate the po-
tential of leveraging strong pretrained IndicTrans2
DA En-Indic and Indic-En models (Gala et al.,
2023) for adaptation to newer languages and do-
mains. It is important to note that we utilize off-the-
shelf IndicTrans2 DA models trained on large-scale
general-purpose corpora comprising both original
and augmented backtranslated data. We refrain
from using final models that are already fine-tuned
with the same seed data that we use in this study,
making them redundant in this context.

A trivial solution would be to adapt IndicTrans2
DA models to target languages and domains. How-
ever, this solution can often lead to catastrophic for-
getting of translation ability on existing languages
and domains. As a result, we explore approaches
that satisfy two-fold objectives: 1) maximize the
performance on a specific set of target languages
and domains in the context of WMT shared task
and 2) retain the overall performance on existing
languages supported by the IndicTrans2 DA mod-
els. Our experiments involve a comparison of either
of the approaches for adaptation of IndicTrans2
DA models to a specific set of few known and few
unseen languages. We explore the following ap-
proaches:

1. A1: Direct fine-tuning of IndicTrans2 DA
models on a combination of official paral-
lel corpora and seed data used in Gala et al.
(2023) for a set of languages under considera-
tion for WMT Indic MT shared task.

2. A2: Direct fine-tuning of IndicTrans2 DA
models on a combination of official paral-
lel corpora and seed data used in Gala et al.
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Parallel Monolingual

lang pair # lines lang # lines (Org) # lines (Aug)

as-en 50K as 2.6M 8.05M
mz-en 50K mz 1.9M 8.8M
kha-en 24K kha 0.18M 0.73M
mni-en 21.6K mni 2.14M 2.20M

en 0 20M

Table 1: Parallel and monolingual data statistics. For the
primary system, we only use the organizers’ provided
parallel data. We use monolingual data provided by the
organizers as well as from Gala et al. (2023) and indicate
the organizers’ (Org) and augmented (Aug) sizes.

(2023) for all the languages supported by the
IndicTrans2 DA models and WMT Indic MT
shared task.

3. A3: Two-stage fine-tuning of IndicTrans2 DA
models on 1) a combination of official paral-
lel corpora and seed data used in Gala et al.
(2023) for a set of languages under consid-
eration for WMT Indic MT shared task, fol-
lowed by 2) on a combination of official par-
allel corpora and seed data used in Gala et al.
(2023) for all the languages supported by the
IndicTrans2 DA models and WMT Indic MT
shared task.

3.3 Contrastive System #2

Our second contrastive system combines the pri-
mary and first contrastive systems using a system
combination approach called Multi-Engine Ma-
chine Translation (MEMT) (Heafield and Lavie,
2010, 2011). MEMT involves aligning 1-best out-
puts from each system using the METEOR aligner
(Denkowski and Lavie, 2011), identifying candi-
date combinations by forming left-to-right paths
through the aligned system outputs, and scoring
these candidates using a battery of features. MEMT
does not leverage any neural networks. We refer
the readers to Heafield and Lavie (2010, 2011) for
additional details.

4 Experiments

In this section, we describe the datasets, implemen-
tation and evaluation settings.

4.1 Datasets

We use the official parallel corpora and monolin-
gual corpora provided by the organizers. We aug-
ment the monolingual corpora with those used in

# langs / script # samples
†BPCC seed 23 654,806
NLLB seed 3 18,579
WMT 4 145,321

Total 27 818,706

Table 2: Statistics of the parallel corpora used for train-
ing contrastive #1 system. † indicates that the BPCC
seed also includes transliterated Sindhi (Arabic) data as
released by Gala et al. (2023).

Gala et al. (2023). Particularly, we sample 20M
English sentences, since the organizers did not pro-
vide any English monolingual data. The parallel
and augmented monolingual corpora statistics are
described in Table 1. For our first contrastive sys-
tem, we also use a combination of BPCC seed
corpora (Gala et al., 2023) and NLLB-seed cor-
pora (Costa-jussà et al., 2022; Maillard et al., 2023)
which was used in Gala et al. (2023) along with the
official parallel corpora provided by the organizers
for adaptation / fine-tuning IndicTrans2. Table 2
reports the statistics of different subsets used for
training contrastive #1 system. For the languages
primarily under consideration for the WMT Indic
MT shared task, namely Assamese, Manipuri (Ben-
gali), Khasi and Mizo, we use a total of ~196K
bitext pairs encompassing seed and official parallel
data.

4.2 Implementation

Our primary systems are trained using YANMTT
(Dabre et al., 2023). We train a single sentence-
piece (Kudo and Richardson, 2018) tokenizer of
64K subwords for the Indic languages and English.
We use 1M sentences per language, taken from the
parallel and monolingual corpora. The model hy-
perparameters and optimizer details are described
in Table 3. We ensure that the ratio of the official
parallel and monolingual/backtranslated corpora re-
mains balanced via temperature sampling (T=5.0)
(Arivazhagan et al., 2019). We train our models till
convergence with early stopping criteria with a pa-
tience of 5 and save separate checkpoints for each
direction that exhibit best results for that direction
based on BLEU (Papineni et al., 2002) metric on
the development set. We use a fixed beam size of 4
and a length penalty of 0.8 when doing backtrans-
lation.

For our first contrastive system, we fine-tune
IndicTrans2 DA models with the standard fine-
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Hyperparameter Value

#Layers 12 (6)
Hidden size 1024 (512)
FFN hidden size 4096 (2048)
#Heads 16 (8)
Positional Encoding Embedding
Batch size 1024 (4096)
Parameters 420M (77M)
Dropout 0.1
Label smoothing 0.1
Optimizer Adam
#GPUs 64 (8)
GPU Type V100
Learning rate 0.0005 (0.001)
Warmup steps 16,000
Data sampling temperature 5.0
#Train steps ∼380K (225K)

Table 3: Hyperparameter settings for primary systems.
The values in round brackets, if at all, indicate those
used for training smaller models, which only leverage
organizers’ parallel corpora.

tuning hyperparameter settings following Gala et al.
(2023). Our first contrastive system is based on
fine-tuning of IndicTrans2 DA models (Gala et al.,
2023) which uses the fairseq library4 (Ott et al.,
2019). We train our systems till convergence on
the development set and use the BLEU metric for
early checkpointing. Furthermore, the vocabulary
of IndicTrans2 DA models (Gala et al., 2023) lacks
coverage for Mizo and Khasi. To address this, we
extend the vocabulary and randomly initialize the
newly added tokens in the embedding matrix of the
IndicTrans2 DA models to incorporate represen-
tation for these languages. The expanded models
serve as the base for fine-tuning.

For our second contrastive system using MEMT,
we train 5-gram language models using KenLM
(Heafield, 2011) and use default settings for system
combination. Instead of taking only the best beam
search output of each system being combined, we
take the top 2 best translations in the beam, which
simulates a combination of 4 systems.

For local evaluation, we use BLEU score (Pap-
ineni et al., 2002) measured using sacrebleu (Post,
2018), however, organizers additionally report
chrF2 (Popović, 2017), RIBES (Isozaki et al., 2010)
and TER (Snover et al., 2006). Human evaluation is
not performed, but the organizers release COMET
(Rei et al., 2022) scores as an approximation. For
test set decoding, we identify optimal decoding hy-

4https://github.com/facebookresearch/fairseq

Pair
Primary Contrastive

beam penalty beam penalty

as-en 16 1.4 16 1.2
kha-en 16 0.6 8 0.6
mz-en 16 1.4 16 1.4
mni-en 8 1.4 16 1.2

en-as 8 1.4 8 1.4
en-kha 16 1.4 8 1.4
en-mz 16 1.4 8 1.4
en-mni 16 1.2 8 0.8

Table 4: Optimal decoding hyperparameters settings
(beam size and length penalty) obtained by performing
grid search on the development set for both primary and
contrastive #1 systems.

perparameters (beam size and length penalty) by
grid searching on the development set and list said
hyperparameters in Table 4 for our primary and
first contrastive system.

5 Results

In this section, we describe the results we obtained
on the test sets.

5.1 Primary

Main result. Table 5 shows the results of our
primary many-to-many system. For the Indic-En
direction, Manipuri and Mizo to English exhibit
reasonably high translation quality, at BLEU/chrF2
scores of 39.40/64.70 and 32.47/51.33 respectively.
Assamese to English translation is the next best at
27.02/50.71. However, Khasi to English has the
lowest translation quality among all. A critical ob-
servation is that there is no particular correlation
between the sizes of the corpora and the MT qual-
ity. For example, Manipuri-English has the small-
est parallel corpus (21,687 lines) and the second-
smallest monolingual corpus (2.2M lines) but still
exhibits the best translation quality for Manipuri to
English. This could mean that the evaluation set
is either easier for this pair or that it is easier to
translate the pair compared to others.

For the reverse direction, once again Mizo and
Manipuri exhibit the best translation quality, fol-
lowed by Khasi and Assamese. Despite Assamese
having more than 8 million monolingual sentences
that were used for backtranslation, its translation
quality is at 17.03 and 45.31 (BLEU and chrF2)
which is not particularly high. The same decorrela-

https://github.com/facebookresearch/fairseq
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Pair BLEU chrF2 RIBES TER COMET

Primary

as-en 27.02 50.71 0.71 62.46 0.76
mz-en 32.47 51.33 0.69 60.56 0.67
kha-en 17.80 39.22 0.66 74.10 0.60
mni-en 39.40 64.70 0.77 51.27 0.79

en-as 17.03 45.31 0.58 76.57 0.78
en-mz 33.18 56.73 0.73 55.68 0.70
en-kha 19.95 43.30 0.68 66.47 0.67
en-mni 27.36 61.60 0.74 58.28 0.76

Contrastive #1

as-en 37.28 59.97 0.72 58.81 0.81
mz-en 28.47 47.93 0.61 67.54 0.69
kha-en 20.06 40.33 0.58 78.44 0.60
mni-en 46.06 69.96 0.80 47.44 0.83

en-as 18.09 51.98 0.57 73.41 0.82
en-mz 26.47 50.60 0.66 65.97 0.69
en-kha 20.77 43.82 0.65 69.51 0.68
en-mni 24.17 62.95 0.70 62.85 0.76

Contrastive #2

as-en 36.97 59.82 0.72 58.53 0.81
mz-en 33.30 52.74 0.70 60.87 0.68
kha-en 20.02 39.82 0.59 77.50 0.59
mni-en 43.35 69.27 0.80 47.43 0.82

en-as 21.07 51.71 0.58 73.03 0.81
en-mz 33.64 56.88 0.72 57.71 0.71
en-kha 21.05 46.06 0.65 73.80 0.68
en-mni 27.40 61.55 0.74 58.16 0.76

Table 5: Our primary and contrastive system results
for Indic-En and En-Indic translation on the test set.
These scores for all the metrics are directly reported as
provided by organizers.

tion between corpora sizes and translation quality
that existed for translation into English holds for
the reverse direction. In addition, we report the
BLEU scores for NLLB 54B MoE model on test
set in Table 8.

Ablations. Although we report test set results
only using the final system, we also report the
BLEU scores on the organizer’s official dev set
of the intermediate and final models in Table 6.
Additionally, we report the results of a model that
is trained only using the organizers’ official paral-
lel corpora. It is clear that the intermediate model
using joint denoising and MT training leads to a
vast improvement in translation quality, indicat-
ing that the monolingual corpus brings substantial
benefits. This is especially the case for Indic-En
direction since we use around 20M monolingual
English sentences. We observe that the En-Indic
direction also has some performance gains (around
3 BLEU) but not as much as compared to the gains
in the Indic-En direction (around 6 BLEU). This
implies that the scale of monolingual data is an

Pair WMT PC
Stage

Intermediate Final

as-en 17.63 24.06 26.11
mz-en 22.36 25.98 28.34
kha-en 11.03 13.22 14.68
mni-en 31.70 36.73 40.43

en-as 13.23 16.62 17.51
en-mz 21.54 24.25 26.12
en-kha 14.72 15.99 17.60
en-mni 20.35 23.72 24.62

Table 6: Greedy search BLEU scores on the develop-
ment set for Indic-En and En-Indic direction for the
various models we trained in the process of getting to
our final model. The “WMT PC" model uses only the
parallel corpus for training. The “Intermediate" model
is trained using the joint text infilling and MT objective
and the “Final" model is trained with the backtranslated
and organizers’ parallel data. All models are many-to-
many. Please note that we use the IndicNLP tokenizer
(Kunchukuttan, 2020) instead of standard tokenizer pro-
vided in sacrebleu (Post, 2018) for computing scores
locally.

important factor, however, we are limited by the
scale of monolingual data available for the Indic
languages.

Furthermore, the final model, which uses back-
translated data from the intermediate model further
shows improvements of approximately 4 BLEU.
This indicates that in low-resource settings similar
to ours, leveraging monolingual corpora first via
denoising followed by backtranslation leads to the
best models. Iterative backtranslation (Hoang et al.,
2018) would be the ideal next step, but we chose
to not pursue it because of compute constraints.

5.2 Contrastive

Contrastive #1: Main Result. Table 5 shows the
results of our contrastive #1 system. We observe
superior performance for the languages that are al-
ready covered in the off-the-shelf IndicTrans2 mod-
els (Assamese, Manipuri (Bengali)) as compared
to the primary system. For Indic-En direction, As-
samese and Manipuri to English exhibit reasonably
high translation quality, achieving BLEU scores of
37.28 and 46.06 respectively. Furthermore, we also
find mixed results between both systems for newly
introduced languages such as Mizo and Khasi. For
Khasi, the contrastive #1 system outperforms the
primary system on both directions, whereas for
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Model variants
FLORES-200 (18 lang) WMT (all langs) WMT (new langs)

En-Indic Indic-En En-Indic Indic-En En-Indic Indic-En

IT2-DA 19.03 37.25 - - - -
A1 3.85 35.81 24.70 32.50 23.20 24.40
A2 19.46 37.62 20.90 24.60 18.95 13.00
A3 18.68 38.07 25.80 32.30 24.50 24.20

Table 7: BLEU scores of different ablations described in Section 3.2 explored under contrastive #1 system on
FLORES-200 devtest set (covers 18 languages) and WMT dev set (4 languages). Please note that we use the
IndicNLP tokenizer (Kunchukuttan, 2020) instead of standard tokenizer provided in sacrebleu (Post, 2018) for
computing scores locally.

Primary Contrastive #1 Contrastive #2 NLLB 54B MoE

en-xx xx-en en-xx xx-en en-xx xx-en en-xx xx-en

as 17.03 27.02 18.09 37.28 21.07 36.97 19.60 26.8
mz 33.18 32.47 26.47 28.47 33.64 33.30 27.50 38.50
mni 27.36 39.40 24.17 46.06 27.40 43.35 14.90 31.50

Table 8: Comparison of BLEU scores of all our systems - Primary, Contrastive #1, Contrastive #2 with massively
multilingual NLLB 54B MoE model (Costa-jussà et al., 2022).

Mizo, the primary system outperforms the con-
trastive #1 system across both directions.

Contrastive #1: Ablations. In order to iden-
tify the optimal configuration for training the Con-
trastive #1 system, a series of ablations were con-
ducted, involving a comparative analysis of three
distinct approaches for fine-tuning the IndicTrans2
model (Gala et al., 2023), as detailed in Section 3.2.
The baseline approach, denoted as A1, focuses
solely on optimizing performance across 4 lan-
guages under consideration for WMT languages.
However, this approach exhibits catastrophic for-
getting on the existing supported languages. This
is evident in the significant drop in average BLEU
scores on the FLORES-200 test set (Goyal et al.,
2022; Costa-jussà et al., 2022). Specifically, when
fine-tuning IndicTrans2 DA model (Gala et al.,
2023) to obtain A1 for the En-Indic language direc-
tion, the average BLEU score significantly dropped
from 19.03 to 3.85. However, for the Indic-En di-
rection, the drop is relatively modest, shifting from
37.25 to 35.81, although this drop can be made
even lower.

To prevent catastrophic forgetting on existing
supported languages, an alternative approach, la-
beled as A2, was experimented. This approach
involves a joint fine-tuning on a combined set in-
volving all the existing supported languages along
with the newly introduced ones. Notably, this

approach averts the issue of catastrophic forget-
ting. On the FLORES-200 benchmark (Goyal et al.,
2022; Costa-jussà et al., 2022), the models result-
ing from this joint fine-tuning slightly surpass the
performance of the IndicTrans2 DA models in both
translation directions, showing an improvement of
approximately 0.4 points. However, despite this
improvement, the performance on the newly added
languages such as Khasi and Mizo is suboptimal,
significantly trailing behind the scores obtained us-
ing the A1 approach. We observe respective drops
of 3.8 and 7.9 points in the En-Indic and Indic-En
directions over A1.

Although approach A2 successfully resolved the
issue of catastrophic forgetting, it did not fully
meet our objective of optimizing for the newly in-
troduced languages. As a result, we explored ap-
proach A3 which involves a two-stage fine-tuning
procedure, wherein A1 is initially employed, fol-
lowed by A2. As previously discussed, A1 resulted
in a sharp decline in performance across the exist-
ing languages, but optimized to the newly intro-
duced languages. However, we observe that this
performance drop can be rectified by introducing
an additional stage of fine-tuning involving a com-
bined set of all languages, as seen in approach
A2. A3 results in a fair retention of performance
in terms of BLEU scores across the existing lan-
guages for both translation directions, Indic-En
(with scores of 37.24 for IndicTrans2 DA and 36.68
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for A3) and En-Indic (with scores of 19.03 for In-
dicTrans2 DA and 18.68 for A3). Moreover, on the
newly introduced languages, models trained using
the A3 approach demonstrate an improvement of
nearly 8 points in the Indic-En direction and 4.9
points in the En-Indic direction on average, when
compared to A2, as observed on the WMT 2023 In-
dicMT dev set. Notably, A3 achieves performance
on par with A1 (optimized for four languages) in
the Indic-En direction and even outperforms A1 by
a margin of +1.1 in the En-Indic direction. There-
fore, A3 achieves both the outcomes: performance
retention on existing languages as well as optimiza-
tion in performance for newer languages.

Contrastive #2: Main Result. Having obtained
the best primary and contrastive systems, we com-
bine them via MEMT. Table 5 contains the result of
the system combination on the test set. For Indic-
En direction, only Mizo to English benefits from
system combination, where the best BLEU score
improves from 32.47 to 33.30. For the En-Indic
direction, we see improvements for all directions.
Most notable is the improvement for English to
Assamese, whose best BLEU score improves from
18.09 to 21.07. For other directions, the improve-
ments are relatively smaller. One important obser-
vation is that when the performance gaps between
the primary and contrastive #1 system is larger,
the gains are smaller or are negative. Overall, it
is important to note that such word level system
combination still works despite the idea being over
a decade old, however, the use of n-gram based
LMs might be a limitation and replacing said LMs
with neural LLMs might bring large benefits. We
leave this for future work.

5.3 Lessons Learned

• In low-resource settings, leverage monolin-
gual data first via denoising and then via back-
translation.

• A two-stage fine-tuning approach (introduc-
ing new languages first, followed by a com-
bination of new and existing languages) is an
effective approach when considering extend-
ing a pre-trained translation model to newer
languages without catastrophic forgetting.

• System combination is still effective despite
working at a word level.

6 Conclusion

In this paper, we have described our systems sub-
mitted to the WMT 2023 Indic translation task.
We leveraged ideas ranging from joint denoising
and MT training, backtranslation, fine-tuning pre-
trained models, and system combination. We re-
ported our results, which show the benefits of the
various ideas we explored. Finally, we recommend
best practices.

7 Limitations

We identify the following limitations of our sub-
missions:

• We did not perform ensembling or checkpoint
averaging, which could boost our results by
another 1-2 BLEU.

• Iterative backtranslation (Hoang et al., 2018)
was not adopted due to compute constraints
and can potentially boost quality even further.

• Although we reached the monolingual cor-
pora limit for the Indic languages of focus, we
could have used much larger English mono-
lingual corpora but opted not to, once again,
due to compute constraints. This would also
require us to increase model sizes which was
also not feasible.

• We have not leveraged any LLMs for our ex-
periments, mainly because we are not sure if
they have been trained on any of the test data,
a common concern in recent times.

• MEMT is an old idea and does not use any
neural language models, especially LLMs,
which could enhance its performance.
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