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Abstract

This paper introduces HW-TSC’s submission
to the WMT23 Discourse-Level Literary Trans-
lation shared task. We use standard sentence-
level transformer as a baseline, and perform
domain adaptation and discourse modeling
to enhance discourse-level capabilities. Re-
garding domain adaptation, we employ Back-
Translation, Forward-Translation and Data Di-
versification. For discourse modeling, we apply
strategies such as Multi-resolutional Document-
to-Document Translation and TrAining Data
Augmentation.

1 Introduction

Transformer architectures (Vaswani et al., 2017)
have achieved outstanding performance on
sentence-level machine translation tasks, but
still have some shortcomings when it comes to
discourse-level machine translation. Particularly,
for machine translation scenarios that are highly
discourse-dependent, such as novel translation and
conversation translation, the performance is unsat-
isfactory.

This paper presents the submission of HW-TSC
to the WMT23 Discourse-Level Literary Transla-
tion shared task. We utilize an effective data clean-
ing pipeline summarized in our previous works
(Wei et al., 2022; Wu et al., 2022; Yang et al., 2021)
to process the training data. We employ Regular-
ized Dropout, Forward Translation, Back Transla-
tion, Data Diversification to train a strong baseline.
On top of the baseline, we apply strategies includ-
ing Multi-resolutional doc2doc Translation (MR-
doc2doc), TrAining Data Augmentation (TADA)
to enhance discourse-level translation capabilities.

The general translation model does not work
well in novel translation. We found that the biggest
factor affecting the quality of translation is do-
main adaptation; however, domain adaptation can-
not solve the consistency of named entity such as

names, addresses, and zero pronoun in novel trans-
lation. The consistency needs to be optimized by
using strategies such as MR-doc2doc and TADA.

2 Data

2.1 Data Source

We use the same training data as that for the gen-
eral MT shared task to train a sentence-level base-
line. Then We use GuoFeng Webnovel Corpus'
(Wang et al., 2023) and web-crawled novel data for
domain adaptation and discourse-level capability
enhancement. The data size is shown in Table 1.

Bilingual Source Target
General MT 25M 50M 50M
GuoFeng Webnovel Corpus 1.9M - -
web-crawled novel data 10M 100M  400M

Table 1: Bilingual and monolingual data used for train-
ing.

2.2 Data Pre-processing

The data preprocessing pipeline follows our pre-
vious work (Wei et al., 2021), including dedupli-
cation, XML content processing, langid (Lui and
Baldwin, 2012) and fast-align (Dyer et al., 2013) fil-
tering strategies, etc. We will not repeat the details
here.

3 System Overview

3.1 Sentence-level baseline

We directly employ the model we trained for the
general MT shared task as the sentence-level base-
line in this task. The following is the strategy we
use to train the sentence-level baseline.

"http://www2.statmt.org/wmt23/
literary-translation-task.html
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3.1.1 Regularized Dropout

Regularized Dropout (R-Drop) (Wu et al., 2021)
improves performance over standard dropout, es-
pecially for recurrent neural networks on tasks
with long input sequences. It ensures more con-
sistent regularization while maintaining model un-
certainty estimates. The consistent masking also
improves training efficiency compared to standard
dropout. Overall, Regularized Dropout is an en-
hanced dropout technique that often outperforms
standard dropout.

3.1.2 Data Diversification

Data Diversification (DD) (Nguyen et al., 2020)
is a simple but effective strategy to boost neu-
ral machine translation (NMT) (Bahdanau et al.,
2015) performance. It diversifies the training data
by using the predictions of multiple forward and
backward models and then merging them with the
original dataset on which the final NMT model is
trained. This method is more effective than knowl-
edge distillation and dual learning.

3.1.3 Forward Translation

Forward translation (FT) (Abdulmumin, 2021) uses
source-side monolingual data to improve model
performance. The general procedure of FT involves
three steps: (1) randomly sampling a subset from
large-scale source monolingual data; (2) using a
"teacher" NMT model to translate the subset into
the target language, thereby constructing synthetic
parallel data; and (3) combining the synthetic and
authentic parallel data to train a "student" NMT
model.

3.1.4 Back Translation

Augmenting parallel training data with back-
translation (BT) (Sennrich et al., 2016; Wei et al.,
2023) has been shown effective for improving
NMT using target monolingual data. Numerous
works have expanded the understanding of BT and
investigated various approaches to generate syn-
thetic source sentences. Edunov et al. found that
back-translations obtained via sampling or noised
beam outputs tend to be more effective than those
via beam or greedy search in most scenarios. For
optimal joint use with FT, we employ sampling
back-translation (ST) (Edunov et al., 2018).

3.1.5 Alternated Training

While synthetic bilingual data has been shown ef-
fective for NMT, adding more synthetic data may

deteriorate performance as synthetic data inevitably
contains noise and errors. To address this issue, al-
ternated training (AT) (Jiao et al., 2021) introduces
authentic data as guidance to prevent model train-
ing from being disturbed by noisy synthetic data.
AT views synthetic and authentic data as two types
of different approximations for the authentic data
distribution. The key idea is to iteratively alter-
nate between synthetic and authentic data during
training until convergence. Authentic data provides
guidance to overcome noise in synthetic data. By
alternating data types, AT ensures the usage of
a large amount of synthetic data while prevents
model deterioration from noisy data.

3.1.6 Curriculum Learning

A practical curriculum learning (CL) (Zhang et al.,
2019) approach for NMT should address two key
issues: ranking training examples by difficulty, and
modifying the sampling procedure based on rank-
ing. For ranking, we estimate example difficulty
using domain features (Wang et al., 2020). The
domain feature is calculated as:

_ log P(yl|z; 0:,) — log P(y|z; Oout)
B ly|

q(z,y)
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Where 6;,, is an in-domain NMT model, while
0,u¢ 1s an out-of-domain model. The novel domain
is treated as in-domain.

We fine-tune the model on the valid set to get the
teacher model and select top 40% of the highest
scoring data for finetuning.

3.2 Domain Adaptation

We found that the translation style of novel transla-
tion and general domain translation is completely
different, so domain adaptation is very important.
So we finetune the sentence-level baseline model
with bilingual/monolingual novel data. For web-
crawled novel data, we use 100M Chinese mono-
lingual data and 400M English monolingual data to
construct FT and ST corpus respectively, and use
GuoFeng Webnovel Corpus bilingual 1.9M, web-
crawled novel data bilingual 10M, finally mix the
four parts data together and shuffle them.

3.3 Discourse Modeling

Although the translation quality has improved
with domain adaptation, it still unable to solve
document-level translation problems such as NE
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consistency and zero pronoun translation. MR-
doc2doc and TADA need to be used to solve the
problem. It is expected to further improve the abil-
ity of discourse-level translation on the basis of
section 3.2. We employ monolingual and bilingual
novel data, and reconstruct them according to the
method of discourse-level translation.

3.3.1 Multi-resolutional doc2doc

Multi-resolutional doc2doc (MR-doc2doc) (Sun
et al., 2020) is a document-level neural machine
translation approach that operates on different gran-
ularities of the document. It utilizes both sentence-
level and document-level information during trans-
lation to improve context modeling and overall
translation quality. Specifically, we split each doc-
ument averagely into kparts multiple times and col-
lect all the sequences together. For example, a doc-
ument containing eight sentences will be split into
two four-sentences segments, four two-sentences
segments, and eight single sentence segments. Fi-
nally, fifteen sequences are all gathered and fed
into sequence-to-sequence training. In this way,
the model can acquire the ability to translate long
documents since it is assisted by easier, shorter sen-
tences and paragraphs. By doing so, the model can
acquire discourse-level translation capabilities.

3.3.2 TrAining Data Augmentation

The key idea of TrAining Data Augmentation
(Ailem et al., 2021) is to use tags to mark words or
phrases that needs to be constrained in the source
sentence during translation. When the model en-
counters a tagged token in the source, it is biased
towards directly copying the expected lexical con-
straint following the tagged source word into the
target output. This allows enforcing lexical con-
straints without changing the core NMT architec-
ture, simply by using tags in the source. The model
learns this copy behavior during training when ex-
posed to tagged source sentences and the expected
lexical constraints in the target. Thus, the approach
can easily guide NMT to satisfy terminology con-
straints by just tagging the source sentence appro-
priately. It provides a simple and efficient way to
constrain NMT output lexicons by merely adding
tags on the source side. We use this method to en-
sure consistent translation of named entities (such
as person names, location names, etc.) at both
inference and training phases.

4 Experiments

4.1 Experiment Settings

We use SacreBLEU (Post, 2018) to measure system
performances. The main parameters are as follows:
the model is transformer-big with 25 encoder layers
and 6 decoder layers. It trained using 8 A100 GPUs,
batch size is 8192, parameter update frequency is 1,
and learning rate is 5e-4. The number of warmup
steps is 4000, and the model is saved every 1000
steps. We adopt dropout, and the rate varies across
different training phases. R-Drop is used in model
training, and we set A to 5. We use fairseq (Ott
et al., 2019) for training.

4.2 Testing Datasets
4.2.1 Simple Set

Simple Set? (Wang et al., 2023) contains unseen
chapters in the same web novels as the training
data.

4.2.2 Difficult Set

Difficult Set® (Wang et al., 2023) contains chapters
in different web novels from the training data.

5 Results

As shown in Table 2, each step is fine-tuned based
on the model from the previous step. In the Do-
main Adaptation stage (ST, ST & FT & AT & DD,
CL), we observe significant s-BLEU improvement,
while d-bleu is also improved. In the Discourse
Modeling stage, MR-doc2doc can improve both
s-bleu and d-bleu. TADA works well on NE consis-
tency, but does not significantly improve d-BLEU
and leads to a slight decrease in s-bleu.

As shown in Table 3, We extracted 75 NEs by
W2NER (Li et al., 2022) from the test set, which
occurred 1241 times in total. We count the word
frequency of consecutive and identical NEs as an
indicator to evaluate the consistency. We found that
the TADA strategy can bring significant improve-
ments in NE consistency.

6 Conclusion

It was believed that algorithm enhancement can
make the model handle long inputs so that
discourse-level translation would be improved.
However, it can only achieve slight improvement.

Zhttp://www2.statmt.org/wmt23/
literary-translation-task.html

Shttp://www2. statmt.org/wmt23/
literary-translation-task.html
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Simple Diffcult
s-BLEU d-BLEU s-BLEU d-BLEU
sentence-level baseline + R-Drop ~ 26.63 15.87 23.47 12.97
+ST 29.36 22.63 26.02 17.74
+ ST & FT & AT & DD 29.49 26.52 25.97 21.54
+CL 30.96 26.52 27.4 21.92
+ MR-doc2doc 30.71 26.99 27.27 22.16
+ TADA 30.58 27.27 27.12 22.48

Table 2: BLEU scores of zh—en NMT system on
WMT?23 web fiction test set.

models NE consistency accuracy
sentence-level baseline 43.3%
MR-doc2doc 67.0%
TADA 71.8 %

Table 3: NE consistency accuracy of zh—en NMT sys-
tem on WMT23 web fiction test set.

It is more important to achieve domain adaptation
first for the sentence-level model. The discourse-
level translation strategy can get the best perfor-
mance based on domain adaptation.
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