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Abstract

Machine Translation Evaluation is critical to
Machine Translation researches, as the evalua-
tion results reflect the effectiveness of training
strategies. As a result, a fair and efficient eval-
uation method is necessary. Many researchers
have raised questions about currently available
evaluation metrics from various perspectives,
and propose suggestions accordingly. How-
ever, to our knowledge, few researchers has ana-
lyzed the difficulty level of source sentence and
its influence on evaluation results. This paper
presents HW-TSC’s submission to the WMT23
MT Test Suites shared task. We propose a sys-
tematic approach for construing challenge sets
from four aspects: word difficulty, length dif-
ficulty, grammar difficulty and model learning
difficulty. We open-source two Multifaceted
Challenge Sets for Zh→En and En→Zh. We
also present results of participants in this year’s
General MT shared task on our test sets.

1 Introduction

Machine Translation (MT) Evaluation is an indis-
pensable part of MT research, helping researchers
verify the effectiveness of proposed training strate-
gies and offering suggestions for future researches.
However, automatic machine evaluation has raised
a lot of concerns during decades of practices. One
research direction is to explore the weakness of
available evaluation metrics (Koehn and Monz,
2006; Callison-Burch et al., 2006; Post, 2018; Chen
et al., 2022). Another direction is to analyze the
soundness of test sets. For example, Freitag et al.
(2020) discuss the impact of reference transla-
tionese on the evaluation results.

However, to our knowledge, few researches
(Ahrenberg, 2018; Isabelle et al., 2017) has been
done to discuss the influence of source sentences
on the evaluation results. With the advancement
of machine translations in recent years, we think
that randomly sampled test sets may not be able to
reflect the true gaps among models, as you can’t

test freshman’s capability with grade-1 quiz. So
we propose a strategy to collect test sentences with
high-level of difficulty. The strategy considers a
sentence’s difficulty level from four dimensions, in-
cluding word difficulty, length difficulty, grammar
difficulty and model learning difficulty.

This paper presents our constructed Multifaceted
Challenge Sets1 for Zh→En and En→Zh language
pairs using the strategy mentioned above. Each
of the test set contains 2,000 sentences. The
source sentences are from the open-sourced En-
glish Wikipedia corpus2 while the translations are
provided by our in-house translators. We report the
results of participants in this year’s General MT
shared task on our test sets and hope to gain some
insight by comparing our results with the official
evaluation results.

2 Challenge Set Construction

2.1 Measuring Difficulty Level of a Test Set

We propose four indexes to measure the difficulty
level of a sentence: word difficulty, length diffi-
culty, grammar difficulty and model learning diffi-
culty.

Word Difficulty Word difficulty is measured
based on the frequency of a word appeared in the
parallel training corpus. In general, the lower the
frequency of a word in the training data, the more
challenging for neural machine translation (NMT)
to translate the word correctly.

We calculate the frequency of all words in the
officially provided parallel data for the General
MT shared task, and select words with frequency
of more than 10 times and less than 99 times as
the low-frequency word list. It should be noted
that although some words fall into this frequency

1The test sets are open-sourced at:
https://github.com/HwTsc/Multifaceted Challenge Set for MT

2https://dumps.Wikipediamedia.org/enWikipedia/, version
20230520 is used
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system BLEU chrF COMET22 RankBLEU RankchrF RankCOMET

GPT4-5SHOT 31.01 59.19 82.75 1 2 1
Lan-BridgeMT 29.81 59.45 82.16 2 1 2
ONLINE-B 29.67 57.60 80.32 3 3 3
ZengHuiMT 28.68 55.66 79.14 4 6 11
Yishu 27.64 54.95 80.14 5 8 5
ONLINE-G 27.15 57.37 80.00 6 4 6
ONLINE-A 27.08 56.25 79.99 7 5 7
ONLINE-Y 25.05 54.54 79.61 8 9 10
IOL Research 24.95 52.53 80.21 9 11 4
HW-TSC 24.90 52.56 79.75 10 10 8
ONLINE-W 23.58 55.18 79.68 11 7 9
ONLINE-M 20.92 51.00 76.50 12 12 13
NLLB Greedy 18.27 45.63 76.35 13 13 14
NLLB MBR BLEU 17.92 45.50 76.86 14 14 12
ANVITA 16.78 40.85 75.43 15 15 15

Table 1: BLEU, chrF and COMET Scores for the Zh→En translation task. Constrained systems are indicated in
bold.

range, they can be divided into high-frequency sub-
words (e.g. newsagent = news + agent), which
certainly does not meet the difficulty requirement.
So we manually check the English and Chinese
word lists and remove words that are consisted of
high-frequency subwords. Finally we use the word
lists to match the Wikipedia corpus to collect test
sentences.

Length Difficulty Extremely Long and short sen-
tences can be challenging for NMT models. In
our daily practice, we find that omission and logic
errors are more frequently seen in extremely long
sentences. Meanwhile, due to the lack of enough
context information, extremely short sentences are
also error-prone.

We calculate the length (the number of English
words/Chinese characters) of each sentence in the
Wikipedia corpus and select 1,000 longest and
shortest sentences respectively. We manually check
semantics of each sentence and finally select 250
extremely long and 250 extremely short sentences
as the test cases. The removed sentences include
those that are incomplete, or contains obvious trans-
lationese (probably back-translation results from
other languages).

Grammar Difficulty Kauchak et al. (2017) pro-
pose measuring the grammar difficulty of a sen-
tence using the frequency of the 3rd level sentence
parse tree. They employ Berkeley Parser to parse
the 5.4M Wikipedia corpus and create 11 frequency

bins.
Inspired by their strategy, we use Berkeley Parser

to parse all sentences in the Wikipedia corpus and
calculate the frequency of each 3rd level parse tree
pattern. We exclude patterns that appear only once,
which are highly possible to be noisy data. Then
we select 1,000 sentences of which their grammar
pattern has the lowest frequency as the candidate
pool. Finally we manually check the semantics of
each candidate and select 500 test sentences.

Model Learning Difficulty Zhao et al. (2019)
observe that the translation quality is related to the
entropy of the source sentence. The higher the
source sentence entropy, the more likely the sen-
tence is under-translated. They propose a formula
to calculate entropy of the source sentence: As-
sume a word s contains K candidate translations,
each of which has a probability pk, the translation
entropy for this word can be calculated by:

E(s) = −
k∑

k=1

pk ∗ log pk (1)

Using this formula, we calculate the entropy of
each sentence in the Wikipedia corpus and select
1,000 sentences with the highest entropy as the
candidate pool. Then we manually check the se-
mantics of each sentence and finally select 500 test
cases.
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system BLEU chrF COMET22 RankBLEU RankchrF RankCOMET

Yishu 48.74 45.18 86.47 1 1 2
ONLINE-B 48.72 45.17 86.47 2 2 2
ONLINE-W 45.99 42.89 86.55 3 3 1
IOL Research 45.28 41.17 85.29 4 4 6
ONLINE-A 44.92 40.72 84.82 5 5 8
HW-TSC 44.29 39.91 85.11 6 7 7
ONLINE-Y 43.72 40.03 84.51 7 6 9
ONLINE-M 41.85 39.24 82.1 8 8 10
GPT4-5shot 41.73 38.61 85.64 9 9 4
LAN-BRIDGEMT 39.89 37.83 85.52 10 10 5
ONLINE-G 39.77 37.09 81.63 11 11 11
ZengHuiMT 35.34 31.6 81.24 12 13 12
ANVITA 35.28 34.02 78.99 13 12 14
NLLB Greedy 30.12 27.98 79 14 14 13
NLLB MBR BLEU 25.84 26.02 76.62 15 15 15

Table 2: BLEU, chrF and COMET Scores for the En→Zh translation task. Constrained systems are indicated in
bold.

2.2 Test Set Composition

Our Zh→En and En→Zh test sets each contains
2,000 sentences, 500 sentences per category. The
source sentences are selected from the open-source
Englisjh Wikipedia corpus (version 20230520)3,
using the strategy we mentioned above. The target
sentences are translated by our in-house transla-
tors, without referring to any machine translation
models. We recruit 10 translators whose average
working experience in the translation field exceed
5 years.

3 Results and Discussions

3.1 Results on the Multifaceted Challenge Set

Table 1 and Table 2 present the Zh→En and
En→Zh results, including sacreBLEU (Post, 2018),
chrF (Popović, 2015), and COMET-22 (Rei et al.,
2022), as well as corresponding ranks. The ranks
are quite different from the official results. How-
ever, as we are unable to keep the domain distribu-
tion of our test set the same as that of the official
test set, we cannot draw a conclusion of whether
the ranking difference is due to different levels of
source sentence difficulty or domain difference.

If the ranking difference is caused by the differ-
ent difficulty levels, we can conclude that systems
that perform well on average test sets may not per-
form as well on challenge sets. So we may need a

3https://dumps.Wikipediamedia.org/enWikipedia/, version
20230520 is used.

set of test sets at different difficulty levels to com-
prehensively evaluate model performance. Or if
the ranking difference is caused by domain issues,
the top-ranked systems on the official test sets may
not be so general as the task name, General MT,
suggests.

We also report COMET results on each subset
(see table 3 and table 4) and try to understand
model performance on each dimension. Accord-
ing to table 3, performances of Zh→En systems
vary greater under the Word and Length dimen-
sions, as the standard deviation scores are greater
than that of other dimensions and the overall result.
The result indicates that incorporating low-frequent
words and extremely long/short sentences into the
test set may better help to significantly differ model
performances. The result is similar for En→Zh
translation. As shown in table 4, the standard de-
viation under the Word dimension is much greater
than that of the overall result and other dimensions.
The standard deviation under the Length category
is second largest, although a little bit lower than
that of the overall result.

3.2 Towards More Sound Evaluation

Automatic evaluation is still the first option for MT
researchers considering its speed and cost. More
reliable evaluation metrics, e.g. COMET (Rei et al.,
2020), BLEURT (Sellam et al., 2020), now provide
more reliable evaluation results that more align
with human evaluations. Meanwhile, we believe
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System Vocab Grammar Length Learning overall
ANVITA 72.32 77.72 73.52 78.33 75.43

GPT4-5SHOT 80.84 82.65 83.81 83.67 82.75
HW-TSC 77.66 80.69 79.02 81.59 79.75

IOL Research 77.94 80.39 80.81 81.65 80.21
Lan-BridgeMT 80.31 82.05 83.24 83.02 82.16
NLLB Greedy 73.41 78.33 74.81 78.84 76.35

NLLB MBR BLEU 73.59 78.41 76.05 79.4 76.86
ONLINE-A 77.97 80.12 80.9 80.92 79.99
ONLINE-B 78.4 80.53 80.98 81.32 80.32
ONLINE-G 78.03 80.46 81.09 80.39 80
ONLINE-M 73.7 77.52 76.18 78.56 76.5
ONLINE-W 77.4 80.36 79.71 81.26 79.68
ONLINE-Y 77.21 80.43 80.07 80.7 79.61

Yishu 78.49 80.58 80.1 81.34 80.14
ZengHuiMT 77.6 79.22 80.42 79.29 79.14

Standard Deviation 2.56 1.47 2.97 1.57 2.10

Table 3: COMET22 results of Zh→En systems on each subset and on the overall challenge set, as well as the
standard deviation of all systems’ COMET22 scores under the category.

System Vocab Grammar Length Learning Overall
ANVITA 77.84 79.46 77.95 80.9 79.0

GPT4-5SHOT 83.88 85.78 86.3 86.7 85.6
HW-TSC 83.53 84.99 86.39 85.78 85.1

IOL Research 83.63 85.03 86.87 85.87 85.3
Lan-BridgeMT 84.27 84.94 86.76 86.18 85.5
NLLB Greedy 74.98 79.53 81.18 80.34 79.0

NLLB MBR BLEU 71.62 77.33 79.99 77.59 76.6
ONLINE-A 83.25 84.33 86.22 85.68 84.8
ONLINE-B 85.94 85.58 87.21 87.37 86.5
ONLINE-G 79.43 81.18 83.41 82.68 81.6
ONLINE-M 80.32 82.57 82.05 83.74 82.1
ONLINE-W 85.52 85.99 87.66 87.18 86.6
ONLINE-Y 82.93 84.47 85.3 85.55 84.5

Yishu 85.98 85.56 87.22 87.37 86.5
ZengHuiMT 79.38 81.76 81.19 82.9 81.2

Standard Deviation 4.20 2.76 3.14 2.95 3.19

Table 4: COMET22 results of En→Zh systems on each subset and on the overall challenge set, as well as the
standard deviation of all systems’ COMET22 scores under the category.
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there should be a more systematic approach to con-
struct test sets. In addition to domains, we should
also put difficulty level into consideration. The
randomly sampled test sets represent the average
difficulty level in a certain domain, which can re-
flect the general capability of models. However, to
learn the current weakness of MT and push further
researches, we need challenge sets.

4 Conclusion and Limitations

This paper presents HW-TSC’s submission to the
WMT23 MT Test Suites shared task. We propose
increasing the test set difficulty level to better mea-
sure model performances. We propose a strategy
to collect test sets with high difficulty level: word
difficulty, length difficulty, grammar difficulty and
model learning difficulty. We construct two mul-
tifaceted Challenge Sets for Zh→En and En→Zh
directions using this strategy and report automatic
evaluations of participants in this year’s General
MT shared task on our test sets.

However, due to time constraints, we do not per-
form human evaluations on the test results, which
we believe will offer more insights on the perfor-
mance of our challenge sets. For future researches,
we will conduct direct assessment (DA) and error
annotations to explore the performance of each par-
ticipants on the challenge sets and compare the
result with the official test sets. In addition, we will
construct relatively simple test sets in the same do-
main, and compare the results with these challenge
sets, hoping to gain more insights on the role of
source sentence difficulty level.
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. Lan-BridgeMT ONLINE-B ZenghuiMT Yishu ONLINE-G ONLINE-A ONLINE-Y IOL Research HW-TSC ONLINE-W ONLINE-M NLLB Greedy NLLB MBR BLEU ANVITA
GPT4-5SHOT 1.2 1.3 2.3 3.4 3.9 3.9 6.0 6.1 6.1 7.4 10.1 12.7 13.1 14.2
Lan-BridgeMT 0.0 0.1 1.1 2.2 2.7 2.7 4.8 4.9 4.9 6.2 8.9 11.5 11.9 13.0

ONLINE-B 0.0 1.0 2.0 2.5 2.6 4.6 4.7 4.8 6.1 8.8 11.4 11.8 12.9
ZenghuiMT 0.0 1.0 1.5 1.6 3.6 3.7 3.8 5.1 7.8 10.4 10.8 11.9

Yishu 0.0 0.5 0.6 2.6 2.7 2.7 4.1 6.7 9.4 9.7 10.9
ONLINE-G 0.0 0.1 2.1 2.2 2.3 3.6 6.2 8.9 9.2 10.4
ONLINE-A 0.0 2.0 2.1 2.2 3.5 6.2 8.8 9.2 10.3
ONLINE-Y 0.0 0.1 0.2 1.5 4.1 6.8 7.1 8.3

IOL Research 0.0 0.1 1.4 4.0 6.7 7.0 8.2
HW-TSC 0.0 1.3 4.0 6.6 7.0 8.1

ONLINE-W 0.0 2.7 5.3 5.7 6.8
ONLINE-M 0.0 2.7 3.0 4.1

NLLB Greedy 0.0 0.3 1.5
NLLB MBR BLEU 0.0 1.1

ANVITA 0.0

height

Table 5: statistical significance testing of the BLEU score difference for each system pair for Zh→En. Score
difference is in gray if the p-value is above 0.05

GPT45SHOT ONLINE-B ONLINE-G ONLINE-A ZenghuiMT ONLINE-W Yishu ONLINE-Y HWTSC IOL Research ONLINE-M NLLB Greedy NLLB MBR BLEU ANVITA
Lan-BridgeMT 0.3 1.9 2.1 3.2 3.8 4.3 4.5 4.9 6.9 6.9 8.5 13.8 14.0 18.6
GPT4-5SHOT 0.0 1.6 1.8 2.9 3.5 4.0 4.2 4.7 6.6 6.7 8.2 13.6 13.7 18.3

ONLINE-B 0.0 0.2 1.4 1.9 2.4 2.7 3.1 5.0 5.1 6.6 12.0 12.1 16.8
ONLINE-G 0.0 1.1 1.7 2.2 2.4 2.8 4.8 4.8 6.4 11.7 11.9 16.5
ONLINE-A 0.0 0.6 1.1 1.3 1.7 3.7 3.7 5.3 10.6 10.8 15.4
ZenghuiMT 0.0 0.5 0.7 1.1 3.1 3.1 4.7 10.0 10.2 14.8
ONLINE-W 0.0 0.2 0.6 2.6 2.7 4.2 9.6 9.7 14.3

Yishu 0.0 0.4 2.4 2.4 4.0 9.3 9.5 14.1
ONLINE-Y 0.0 2.0 2.0 3.5 8.9 9.0 13.7

HW-TSC 0.0 0.0 1.6 6.9 7.1 11.7
IOL Research 0.0 1.5 6.9 7.0 11.7
ONLINE-M 0.0 5.4 5.5 10.2

NLLB Greedy 0.0 0.1 4.8
NLLB MBR BLEU 0.0 4.7

ANVITA 0.0

height

Table 6: statistical significance testing of the chrF score difference for each system pair for Zh→En. Score difference
is in gray if the p-value is above 0.05

Lan-BridgeMT ONLINE-B IOL Research Yishu ONLINE-G ONLINE-A HW-TSC ONLINE-W ONLINE-Y ZenghuiMT NLLB MBR BLEU ONLINE-M NLLB Greedy ANVITA
GPT4-5SHOT 0.6 2.4 2.5 2.6 2.8 2.8 3.0 3.1 3.1 3.6 5.9 6.3 6.4 7.3
Lan-BridgeMT 0.0 1.8 2.0 2.0 2.2 2.2 2.4 2.5 2.6 3.0 5.3 5.7 5.8 6.7

ONLINE-B 0.0 0.1 0.2 0.3 0.3 0.6 0.6 0.7 1.2 3.5 3.8 4.0 4.9
IOL Research 0.0 0.1 0.2 0.2 0.5 0.5 0.6 1.1 3.3 3.7 3.9 4.8

Yishu 0.0 0.1 0.2 0.4 0.5 0.5 1.0 3.3 3.6 3.8 4.7
ONLINE-G 0.0 0.0 0.3 0.3 0.4 0.9 3.1 3.5 3.7 4.6
ONLINE-A 0.0 0.2 0.3 0.4 0.8 3.1 3.5 3.6 4.6

HW-TSC 0.0 0.1 0.1 0.6 2.9 3.3 3.4 4.3
ONLINE-W 0.0 0.1 0.5 2.8 3.2 3.3 4.3
ONLINE-Y 0.0 0.5 2.8 3.1 3.3 4.2
ZenghuiMT 0.0 2.3 2.6 2.8 3.7

NLLB MBR BLEU 0.0 0.4 0.5 1.4
ONLINE-M 0.0 0.2 1.1

NLLB Greedy 0.0 0.9
ANVITA 0.0

height

Table 7: statistical significance testing of the COMET score difference for each system pair for Zh→En. Score
difference is in gray if the p-value is above 0.05

ONLINE-B ONLINE-W IOL-Research ONLINE-A HW-TSC ONLINE-Y ONLINE-M GPT4-5shot LAN-BRIDGEMT ONLINE-G ZenghuiMT ANVITA NLLB Greedy NLLB MBR BLEU
yishu 0.0 2.8 3.5 3.8 4.5 5.0 6.9 7.0 8.9 9.0 13.4 13.5 18.6 22.9

ONLINE-B 0.0 2.7 3.4 3.8 4.4 5.0 6.9 7.0 8.8 9.0 13.4 13.4 18.6 22.9
ONLINE-W 0.0 0.7 1.1 1.7 2.3 4.1 4.3 6.1 6.2 10.7 10.7 15.9 20.2

IOL-Research 0.0 0.4 1.0 1.6 3.4 3.6 5.4 5.5 9.9 10.0 15.2 19.4
ONLINE-A 0.0 0.6 1.2 3.1 3.2 5.0 5.2 9.6 9.6 14.8 19.1

HW-TSC 0.0 0.6 2.4 2.6 4.4 4.5 9.0 9.0 14.2 18.5
ONLINE-Y 0.0 1.9 2.0 3.8 4.0 8.4 8.4 13.6 17.9
ONLINE-M 0.0 0.1 2.0 2.1 6.5 6.6 11.7 16.0
GPT4-5shot 0.0 1.8 2.0 6.4 6.5 11.6 15.9

LAN-BRIDGEMT 0.0 0.1 4.6 4.6 9.8 14.1
ONLINE-G 0.0 4.4 4.5 9.7 13.9
ZenghuiMT 0.0 0.1 5.2 9.5

ANVITA 0.0 5.2 9.4
NLLB Greedy 0.0 4.3

NLLB MBR BLEU 0.0

height

Table 8: statistical significance testing of the BLEU score difference for each system pair for En→Zh. Score
difference is in gray if the p-value is above 0.05
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ONLINE-B ONLINE-W IOL-Research ONLINE-A ONLINE-Y HW-TSC ONLINE-M GPT4-5shot LAN-BRIDGEMT ONLINE-G ANVITA ZenghuiMT NLLB Greedy NLLB MBR BLEU
yishu 0.0 2.3 4.0 4.5 5.2 5.3 5.9 6.6 7.4 8.1 11.2 13.6 17.2 19.2

ONLINE-B 0.0 2.3 4.0 4.5 5.1 5.3 5.9 6.6 7.3 8.1 11.2 13.6 17.2 19.2
ONLINE-W 0.0 1.7 2.2 2.9 3.0 3.7 4.3 5.1 5.8 8.9 11.3 14.9 16.9

IOL-Research 0.0 0.5 1.1 1.3 1.9 2.6 3.3 4.1 7.2 9.6 13.2 15.2
ONLINE-A 0.0 0.7 0.8 1.5 2.1 2.9 3.6 6.7 9.1 12.7 14.7
ONLINE-Y 0.0 0.1 0.8 1.4 2.2 2.9 6.0 8.4 12.1 14.0

HW-TSC 0.0 0.7 1.3 2.1 2.8 5.9 8.3 11.9 13.9
ONLINE-M 0.0 0.6 1.4 2.2 5.2 7.6 11.3 13.2
GPT4-5shot 0.0 0.8 1.5 4.6 7.0 10.6 12.6

LAN-BRIDGEMT 0.0 0.7 3.8 6.2 9.9 11.8
ONLINE-G 0.0 3.1 5.5 9.1 11.1

ANVITA 0.0 2.4 6.0 8.0
ZenghuiMT 0.0 3.6 5.6

NLLB Greedy 0.0 2.0
NLLB MBR BLEU 0.0

height

Table 9: statistical significance testing of the chrF score difference for each system pair for En→Zh. Score difference
is in gray if the p-value is above 0.05

ONLINE-B ONLINE-W IOL-Research ONLINE-A HW-TSC ONLINE-Y ONLINE-M GPT4-5shot LAN-BRIDGEMT ONLINE-G ZenghuiMT ANVITA NLLB Greedy NLLB MBR BLEU
yishu 0.1 0.1 0.9 1.0 1.3 1.4 1.7 2.0 4.5 4.9 5.3 7.6 7.6 9.9

ONLINE-B 0.0 0.0 0.8 1.0 1.2 1.4 1.7 2.0 4.4 4.8 5.2 7.5 7.5 9.8
ONLINE-W 0.0 0.8 1.0 1.2 1.4 1.7 2.0 4.4 4.8 5.2 7.5 7.5 9.8

IOL-Research 0.0 0.1 0.3 0.5 0.8 1.1 3.5 4.0 4.4 6.6 6.7 9.0
ONLINE-A 0.0 0.2 0.4 0.7 1.0 3.4 3.9 4.3 6.5 6.5 8.9

HW-TSC 0.0 0.2 0.5 0.8 3.2 3.7 4.1 6.3 6.3 8.7
ONLINE-Y 0.0 0.3 0.6 3.0 3.5 3.9 6.1 6.1 8.5
ONLINE-M 0.0 0.3 2.7 3.2 3.6 5.8 5.8 8.2
GPT4-5shot 0.0 2.4 2.9 3.3 5.5 5.5 7.9

LAN-BRIDGEMT 0.0 0.5 0.9 3.1 3.1 5.5
ONLINE-G 0.0 0.4 2.6 2.6 5.0
ZenghuiMT 0.0 2.2 2.3 4.6

ANVITA 0.0 0.0 2.4
NLLB Greedy 0.0 2.4

NLLB MBR BLEU 0.0

height

Table 10: statistical significance testing of the COMET score difference for each system pair for En→Zh. Score
difference is in gray if the p-value is above 0.05


