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Abstract 

This is LanguageX (ZengHuiMT)’s 
submission to WMT 2023 General 
Machine Translation task for 13 language 
directions. We initially employ an 
encoder-decoder model to train on all 13 
competition translation directions as our 
baseline system. Subsequently, we adopt 
a decoder-only architecture and fine-tune 
a multilingual language model by 
partially sampling data from diverse 
multilingual datasets such as CC100 and 
WuDaoCorpora. This is further refined 
using carefully curated high-quality 
parallel corpora across multiple 
translation directions to enable the model 
to perform translation tasks. As per 
automated evaluation metrics, our model 
ranks first in the translation directions 
from English to Russian, English to 
German, and English to Ukrainian. It 
secures the second position in the 
directions from English to Czech, English 
to Hebrew, Hebrew to English, and 
Ukrainian to English, and ranks third in 
German to English, Japanese to English, 
and Russian to English among all 
participating teams. Our best-performing 
model, covering 13 translation directions, 
stands on par with GPT-4. Among all 13 
translation directions, our multilingual 
model surpasses GPT-4 in bleu scores for 
7 translation directions. 

1 Introduction 

Since 2023, large language models like ChatGPT 
(Brockman et al., 2023) have had a profound 
impact on the field of machine translation, 
characterized by an ever-increasing scale in terms 
of parameters and data requirements. Many 

research institutions and language service 
providers struggle to keep pace with this 
computational arms race. For smaller teams, the 
only viable strategy is to maximize model 
performance under constrained hardware 
resources. We participated in the WMT 2023 
General Machine Translation task, covering 13 
translation directions. Given our limited 
computational power and time constraints, it was 
infeasible to craft dedicated models for each 
translation direction, making a large-scale 
multilingual translation model our optimal choice. 
We utilized Fairseq (Ott et al., 2019) to train our 
baseline multilingual translation model and 
further employed the Hugging Face Transformers 
Toolkit (Wolf et al., 2020) to train a multilingual 
language model. Subsequent fine-tuning with 
task-specific instructions enabled it to perform 
multilingual translation tasks effectively. 

2 Data Filtering and Selection 

We participated in the WMT 2023 General MT 
task, competing in 13 language pairs including 
Chinese to/from English, German to/from 
English (at the document level), Hebrew to/from 
English (in a low-resource setting), Japanese 
to/from English, Russian to/from English, 
Ukrainian to/from English, and English to Czech. 

Given the challenge of concurrently training 
for 13 translation directions, it was imperative for 
us to judiciously regulate the size of parallel 
corpora specific to each direction, as well as the 
parameter count of the multilingual translation 
model. This was crucial to ensure training 
completion within a constrained timeline. For the 
Chinese-English bi-directional translation, our 
primary sources for parallel corpora were the 
CCMT Corpus (which can be found at: 
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http://mteval.cipsc.org.cn:81/agreement/descripti
on), genuine internal translation project data, in 
addition to content extracted and curated from 
websites and e-books. This rigorous process 
resulted in a refined collection of approximately 5 
million parallel sentence pairs. For other 
translation orientations, we used the English 
segments from the derived Chinese-English 
parallel corpus as foundational data. This seed 
data enabled the retrieval of analogous language 
pairs from our comprehensive in-house 
multilingual parallel corpus, with each translation 
direction maintaining a parallel sentence count in 
the ballpark of 5 million. 

Given the need to train a decoder-only 
multilingual model, we primarily utilized public 
datasets such as Book Corpus (Zhu et al., 2015), 
CC100 (Conneau et al., 2020), and 
WuDaoCorpora (Yuan et al., 2021). It was also 
imperative for us to regulate the data volume for 
each language and the parameter count of the 
multilingual model. Table 1 delineates the sources 

and the respective quantities for monolingual data 
across different languages. Owing to the extended 
length of text segments in the WuDaoCorpora  
(Yuan et al., 2021), the number of extracted text 
passages is fewer compared to other languages. 
However, the character count remains substantial. 
 

2.1 Monolingual Data Filtering 

The following rules are used to filter parallel 
corpus. 
• Remove duplicated sentence pairs. 

• Remove the sentence pairs containing special 
characters. 
• Remove the sentence pairs containing html 
addresses or tags. 

2.2 Parallel Data Filtering Using Rules 

The following rules are used to filter parallel 
corpus. 
a. Remove duplicated sentence pairs. 
b. Remove the lines having identical source and 

target sentences. 
c. Remove the sentence pairs containing special 

characters. 
d. Remove the sentence pairs containing html 

addresses or tags. 
e. Remove the sentence pairs with empty source 

or target side. 

2.3 Parallel Data Filtering Using 
Multilingual Language Model 

We used a multilingual model - sentence-
transformers/paraphrase-multilingual-mpnet-

base-v2 (Reimers et al., 2019) that generates 
embeddings for sentences or paragraphs in 
various languages. Using these embeddings, we 
calculated semantic similarity scores for parallel 
sentence pairs. Based on these scores, we filtered 
out low-quality parallel sentence pairs. 

3 System Description 

This section illustrates how the model is trained 
step by step. 

Language Data Source Size in GB Paragraph Count 

Chinese WuDaoCorpora 6.4 3,980,000 

Czech CC100 4.5 29,630,985 

German CC100 5.1 24,958,540 

English BookCorpus 4.3 20,000,000 

English CC100 3.3 20,000,000 

Hebrew CC100 5.4 30,877,445 

Japanese CC100 5.8 30,985,700 

Russian CC100 5.7 13,928,244 

Ukrainian CC100 4.6 16,818,862 

Table 1: Sources and Quantities of Monolingual Data for Each Language. 
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3.1 Data pre-processing 

Data pre-processing of multilingual 
translation model. We utilized the NLLB 
(NLLB Team, 2022) tokenizer from Hugging 
Face as the foundation and incorporated 
additional Chinese tokens to create an enhanced 
tokenizer specifically for Chinese language 
processing. This resulted in a final vocabulary 
size of 266,786 tokens. 

To ensure synchronized training across all 
translation directions and to prevent the model 
from mastering one translation direction at the 
expense of another, we evenly blended the 
multilingual parallel corpora. This involved 
sequentially placing a fixed number of parallel 
sentence pairs from different translation 
directions into the training set, typically set to 100 
pairs per direction. 

To facilitate the simultaneous training of 
multiple translation directions within a single 
large model, we shared the embeddings and 
vocabulary for both source and target languages. 
Furthermore, we prefixed the source part of the 
parallel sentence pairs with specific prompt 
tokens. 

The structure of the parallel sentence pairs is as 
follows: {engine name} engine. Translation from 
{source language} to {target language}: {source 
line} ������ {target line} <eos>. ������ is the delimiter 
used for parallel corpora. 

To better accommodate the German to/from 
English (at the document level) translation task, 
we combined conventional sentence-level 
German to/from English parallel corpora into 
paragraph-level corpora based on a specified 
number of sentences. We then mixed this with the 
regular sentence-level parallel corpora, ensuring 
the resultant model is trained to handle a broader 
range of sequence lengths. 

 
Data pre-processing of multilingual language 
model. We employed the same tokenizer as used 
in the multilingual translation model. 

Due to the vast size of the CC100 dataset 
(Conneau et al., 2020), we performed sampling 
on the data for all languages, with 1,000 lines as 
the sampling unit. Multiple units were extracted 
from various parts of the entire dataset to cover it 
as comprehensively as possible, while keeping 
the individual language data size at around 5GB. 

To mitigate catastrophic forgetting, we 
uniformly mixed the monolingual data of each 

language. This ensured that the training process 
included synchronized training on data from all 
languages, rather than training on one language 
first and then training on another. 

The structure of the supervised finetuning 
prompt for translation task is as follows: {engine 
name} engine. Text in {source language}: 
{source line} Translation of the previous text to 
{target language}: {target line} ����. 

To prevent endless generation and excessive 
translation, the ���� emoji is placed at the end of 
the translation to signify its completion, signaling 
the model to cease generation. 

3.2 Baseline Translation Model Training 

The parallel data prepared in step 3.1 is used to 
train a multilingual translation model using 
transformer (Vaswani et al., 2017) architecture as 
the baseline. Training was conducted using 
Fairseq (Ott et al., 2019) over the entire dataset 
for four epochs. The crucial training parameters 
are as follows: 

--encoder-layers 12 \ 
--encoder-attention-heads 16 \ 
--encoder-embed-dim 1024 \ 
--encoder-ffn-embed-dim 4096 \ 
--decoder-layers 6 \ 
--decoder-attention-heads 16 \ 
--decoder-embed-dim 1024 \ 
--decoder-ffn-embed-dim 4096 \ 
--share-decoder-input-output-embed \ 
--share-all-embeddings \ 
--max-source-positions 1024 \ 
--max-target-positions 1024 \ 
--lr 5e-4 \ 
--lr-scheduler inverse_sqrt \ 
--warmup-updates 4000 \ 

 

Parameter Value 
Trainable parameters 1,091,315,712 
Vocabulary size 266,786 
Max length 1024 
Embedding 
Dimension 

1536 

Decoder layers 24 
Attention heads 16 
Learning rate 5e-5 
Lr scheduler type linear 
Warmup steps 4,000 

Table 1: Parameters for Training Multilingual 
Language Model. 



184

 
 

3.3 Multilingual Language Model Training 

We utilized DeepSpeed (Rasley et al., 2020) and 
Hugging Face transformers (Vaswani et al., 2017) 
as our training tools and trained the models on the 
uniformly mixed monolingual data and SFT data 

prepared in step 3.1 after applying bf16 precision. 
The specific training parameters are presented in 
Table 2. The entire training process was 
completed using four RTX A6000 GPUs. After 
completing one full pass of the entire dataset, we 

Translation Direction Baseline Translation Model Multilingual Language Model 

en-cs 41.20 43.67 

en-de 40.20 41.00 

en-he 35.00 36.52 

en-ru 31.20 32.07 

en-uk 26.60 28.29 

en-zh 47.30 53.01 

en-ja 17.00 17.60 

de-en 26.70 42.08 

he-en 56.00 57.51 

ja-en 21.20 23.54 

ru-en 30.90 32.15 

uk-en 42.50 44.28 

zh-en 25.2 28.27 

Table 3: BLEU scores on Newstest 2023 for all directions and different training methodologies. 

Translation Direction GPT 4-5shot Multilingual Language Model 

en-cs 38.26 43.67 

en-de 44.08 41.00 

en-he 27.08 36.52 

en-ru 31.09 32.07 

en-uk 25.78 28.29 

en-zh 49.65 53.01 

en-ja 20.55 17.60 

de-en 49.54 42.08 

he-en 52.04 57.51 

ja-en 25.27 23.54 

ru-en 35.31 32.15 

uk-en 44.84 44.28 

zh-en 27.87 28.27 

Table 4: BLEU score comparison between the multilingual model and GPT-4 across all language directions 
on Newstest 2023. 
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terminated the training of the multilingual 
language model. 

3.4 Results 

The BLEU (Papineni et al., 2002) scores on 
Newstest 2023 for all translation directions and 
different training methodologies are presented in 
Table 3. 

Based on the automated assessment metrics, 
our system takes the lead in translation directions 
from English to Russian, English to German, and 
English to Ukrainian. It claims the runner-up spot 
for English to Czech, English to Hebrew, Hebrew 
to English, and Ukrainian to English directions, 
and occupies the third place for the German to 
English, Japanese to English, and Russian to 
English directions among the contenders. 

4 Conclusion 

This paper describes LanguageX (ZengHuiMT)’s 
translation system for the WMT2023 General MT 
task. Initially, we utilize a comprehensive 
encoder-decoder structure to establish our 
baseline system by training across all 13 contest 
translation directions. In the subsequent stages, 
we embrace a solely decoder-focused design and 
harness a multilingual language model, drawing 
samples from multilingual datasets like CC100 
(Conneau et al., 2020) and WuDaoCorpora (Yuan 
et al., 2021). This model is then meticulously fine-
tuned using select high-grade parallel corpora 
from various translation domains, empowering it 
to execute translation task. 

Our best-performing model, covering 13 
translation directions, boasts around 1 billion 
parameters. This is less than one percent of the 
parameter count of mammoth models like GPT-4 
(OpenAI, 2023), which possess hundreds of 
billions of parameters. In translation evaluations 
across all languages, our system stands on par 
with GPT-4 (OpenAI, 2023). Among all 13 
translation directions, our multilingual model 
surpasses GPT-4 (OpenAI, 2023) in bleu 
(Papineni et al., 2002) scores for 7 translation 
directions. 
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