
Proceedings of the 2nd Workshop on Information Extraction from Scientific Publications, pages 136–142
Nov 1, 2023. ©2023 Association for Computational Linguistics

136

Automated Citation Function Classification and Context Extraction
in Astrophysics: Leveraging Paraphrasing and Question Answering

Hariram Veeramani
Department of Electrical

and Computer Engineering,
UCLA, USA

hariram@ucla.edu

Surendrabikram Thapa
Department of Computer

Science, Virginia Tech
Blacksburg, USA

sbt@vt.edu

Usman Naseem
College of Science and

Engineering, James Cook
University, Australia

usman.naseem@jcu.edu.au

Abstract
Scientific research relies heavily on the ex-
change of knowledge through citations in aca-
demic literature. In the domain of astrophysics,
the precise classification of citation functions
and the extraction of contextual information are
critical for understanding the vast universe of
research papers. This paper presents the sys-
tem description for the WIESP 2023 FOCAL
shared task. We introduce an automated ap-
proach that leverages state-of-the-art language
models, including ALBERT, RoBERTa, BERT,
and DistillBERT, to classify citation functions
and extract context within astrophysical para-
graphs. Our system combines paraphrasing
and question-answering techniques to achieve
accurate results. Through comprehensive ex-
periments, we demonstrate the robustness of
our approach, with ALBERT consistently de-
livering strong performance.

1 Introduction

Scientific research is a dynamic process fueled
by the exchange of knowledge and ideas among
researchers (Goodman and Royall, 1988; Ghosal
et al., 2022; Tsunokake and Matsubara, 2022). In
the context of scientific research, citations also
serve as evidence and reference to past studies
(Garfield et al., 1964). In the realm of astrophysics,
the citation of existing literature plays a pivotal role
in advancing our understanding of the universe Re-
searchers rely on citations to establish the founda-
tion of their work, compare results, and build upon
previous discoveries. However, not all citations
serve the same purpose. Some citations provide
essential background knowledge, while others are
used for comparison, validation, or to support spe-
cific claims within a research paper (Lauscher et al.,
2022).

The citation graph is a foundational concept in
scientific research, including astrophysics, where it
plays a pivotal role in knowledge dissemination and
discovery (Jurgens et al., 2018; Guo and Dai, 2022).

This intricate network of references connects re-
search papers, providing a basis for understanding,
validation, and navigation within the vast and dy-
namic field of astrophysics literature. Citations
serve as the foundation of knowledge, allowing
researchers to establish context, validate findings,
and trace the intellectual lineage of ideas (Cohan
et al., 2019a). They also facilitate collaboration,
highlight emerging trends, and aid in the navigation
of extensive literature. Understanding the functions
of citations is crucial in harnessing the full poten-
tial of the citation graph, and the FOCAL challenge
at IJCNLP-AACL 2023 (Grezes et al., 2023) seeks
to automate this classification, contributing to the
advancement of astrophysical research and knowl-
edge dissemination. Furthermore, as part of this
challenge, we aim to identify not only the functions
of citations but also the associated span of text in
the paragraph that justifies these functions, enhanc-
ing the depth of understanding within astrophysical
literature.

Moreover, recent advancements in language
models (LMs) have provided exciting opportuni-
ties to tackle this challenge more effectively. These
models, which are at the forefront of natural lan-
guage processing (NLP), stand as powerful tools at
the intersection of artificial intelligence and linguis-
tics (Min et al., 2023; Thapa and Adhikari, 2023).
Their growing capabilities, marked by their ability
to understand and generate human-like text, present
an opportunity to automate the classification of ci-
tation functions and the extraction of associated
contextual information within the scientific litera-
ture.

In this paper, we introduce a comprehensive
approach that leverages recent advancements in
language models. Our methodology harnesses
the power of paraphrasing and question-answering
techniques to classify citation functions and ex-
tract relevant contextual spans within astrophysical
paragraphs. We emphasize the adaptability and ver-
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satility of this approach, showcasing its potential
applicability to various state-of-the-art language
models. Through our efforts, we aim to contribute
to the automation of citation function classification,
ultimately advancing the accessibility and utility of
astrophysics literature for researchers.

2 Task Description

The FOCAL (Function Of Citation in Astrophysics
Literature) challenge (Grezes et al., 2023) presents
a unique opportunity to delve into the intricate in-
terplay between scientific literature and automated
natural language processing.

2.1 Objective
Given a paragraph of text from the astrophysics
literature, the challenge aims to develop machine
learning models that can accurately determine why
a citation is made in a given paragraph of astro-
physics literature and identify the precise span of
text within that paragraph that justifies the citation’s
function.

2.2 Dataset
The dataset provided for the FOCAL shared task
consists of full-text fragments extracted from the
NASA Astrophysics Data System (ADS) and has
been meticulously annotated by domain experts to
include essential information for the task.

Each entry in the dataset1 for FOCAL 2023
adheres to the JSON Lines format, comprising a
JSON dictionary with the following key elements:

• “Identifier”: A unique string serving as an
identifier for the entry, ensuring traceability
and organization.

• “Paragraph”: A text string extracted from as-
trophysics papers, which forms the basis for
the citation function classification task.

• “Citation Text”: A list of strings representing
the citation(s) within the paragraph. While
in most cases, this is a single string, there
are instances where the citation text may be
divided into multiple strings.

In the training dataset, the following additional
information is provided:

• “Citation Start End”: A list of integer pairs
indicating the starting and ending positions of

1https://huggingface.co/datasets/adsabs/FOCAL

the citation(s) within the “Paragraph” text. In
cases where the citation text is divided, multi-
ple pairs are provided in corresponding order.

• “Functions Text”: A list of strings highlight-
ing portions of the paragraph that elucidate
the function(s) of the citation(s). These strings
serve as contextual evidence for understand-
ing why the citation(s) were made.

• “Functions Label”: A list of strings contain-
ing labels for each text element in "Functions
Text." These labels correspond to the classi-
fication of the citation(s)’ function(s) within
the paragraph.

• “Functions Start End”: A list of integer pairs
indicating the starting and ending positions
of the elements in "Functions Text" within
the "Paragraph" text. Similar to the "Citation
Start End" information, multiple pairs may
exist when the "Functions Text" is divided.

In some cases, when the pulse broadening
time is a significant fraction of the pulse
period (30 per cent or more) one can see a
relatively sharp pulse, but at the same time
the extended scattering tail may obscure the
real baseline level, which leads to an under-
estimation of the pulsar flux. For pulsars
with DMs in 200–300 pc cm-3 range this
usually happens between 300 and 600 MHz
(Lewandowski et al. 2013, 2015a). This
leads to a somewhat pseudo-correlation be-
tween high DM and GPS pulsars (Kijak et
al. 2007, 2011b) where serious underesti-
mation of the flux at lower frequencies for
high DM pulsars may give rise to an in-
verted spectra. The interferometric imaging
technique provide a more robust measure-
ment of the pulsar flux owing to the baseline
lying at zero level thereby reducing errors
made during the baseline subtraction.

As shown in the above paragraph, for the citation
“Kijak et al. 2007” with start position = 495 and
end position = 511, the expected model output is
as follows:

• Function Labels: [Uses, Uses]

• Functions Start End: [(418, 492), (521, 640)]

https://huggingface.co/datasets/adsabs/FOCAL
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Figure 1: Our proposed approach for predicting citation function and associated span of text. We conduct tests with
BERT, RoBERTa, DistillBERT, and ALBERT. A single language model (LM) is used for paraphrasing, sequence
classification, and question-answering throughout the pipeline, resulting in four different configurations for the four
models.

This output corresponds to the following textual
evidence for the citation function:

Function Text:

• “This leads to a somewhat pseudo-correlation
between high DM and GPS pulsars”

• “where serious underestimation of the flux at
lower frequencies for high DM pulsars may
give rise to an inverted spectra.”

3 System Description

Our model leverages paraphrasing of the para-
graphs and question answering for this task. Figure
1 shows the high-level overview of our model. We
describe the system below:

3.1 Preprocessing of Paragraphs

We preprocess the text to input to our model. In the
example paragraph shown above, we break them
down into further parts based on the number of
citations. For each citation, we take one fragment
out of the paragraph. For each citation, we take the
sentence in which the citation is up to the position
where next citation starts. For Lewandowski et al.
2013, 2015a as shown above, we use the text as
“For pulsars with DMs in 200–300 pc cm-3 range
this usually happens between 300 and 600 MHz
(Lewandowski et al. 2013, 2015a). This leads to
a somewhat pseudo-correlation between high DM
and GPS pulsars”. Similarly, if the citation is the
last one in the paragraph, we take the sentence in
which a citation is in till the end of the paragraph.
For Kijak et al. 2007, 2011b as shown above, we

use the text as “This leads to a somewhat pseudo-
correlation between high DM and GPS pulsars
(Kijak et al. 2007, 2011b) where serious underes-
timation of the flux at lower frequencies for high
DM pulsars may give rise to an inverted spectra.
The interferometric imaging technique provide a
more robust measurement of the pulsar flux owing
to the baseline lying at zero level thereby reduc-
ing errors made during the baseline subtraction.”
The preprocessed paragraphs are then fed into the
paraphrasing model.

3.2 Language Models
Specifically, we use four BERT-based language
models for paraphrasing, sequence classification,
and QA model which are briefly described as fol-
lows.

BERT has achieved remarkable success in lan-
guage understanding tasks by training on a massive
amount of text data in a bidirectional manner, al-
lowing it to understand the context and nuances
of words and phrases (Devlin et al., 2019). This
contextual understanding enables BERT to excel
in a wide range of natural language understanding
tasks, including text classification, question answer-
ing, and language translation (Papadopoulos et al.,
2022; Zhou and Srikumar, 2022; Veeramani et al.,
2023a,b,d,f). BERT’s pre-trained embeddings have
become a foundational resource in the world of
natural language processing, serving as a starting
point for various downstream tasks and research
advancements (Adhikari et al., 2023).

RoBERTa is an acronym for “A Robustly Op-
timized BERT Pretraining Approach” (Liu et al.,
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2019). It is a variant of the Bidirectional Encoder
Representations from Transformers (BERT) (De-
vlin et al., 2019) model. RoBERTa builds upon the
success of BERT by refining its pretraining method-
ology. It incorporates extensive training data, larger
batch sizes, and longer training times, resulting in
significantly improved performance on various nat-
ural language understanding tasks. RoBERTa is
known for its robustness and exceptional perfor-
mance on a wide range of text classification and
language understanding tasks.

ALBERT is a model designed to reduce the
computational and memory requirements of BERT
while maintaining or even improving its perfor-
mance (Lan et al., 2019). ALBERT achieves this
by introducing parameter-sharing techniques, effec-
tively reducing the model’s size and training time.
Despite its lighter architecture, ALBERT demon-
strates remarkable efficiency and competitive per-
formance across various natural language process-
ing tasks (Kanagasabai et al., 2023). Its ability to
handle large-scale text data with fewer computa-
tional resources makes it an appealing choice for
resource-efficient applications.

DistillBERT is a distilled version of the original
BERT model, emphasizing model compression and
efficiency (Sanh et al., 2019). DistillBERT retains
much of the performance of the larger BERT model
while significantly reducing its size and computa-
tional requirements. This model distillation process
involves training a smaller model (the “student”)
to mimic the behavior of a larger, more complex
model (the “teacher”). DistillBERT is character-
ized by its compact size, making it suitable for
deployment in resource-constrained environments
without compromising accuracy.

3.3 Paraphrasing using BERT-based Model
In our approach, we leverage BERT-based models
mentioned in section 3.2. BERT’s contextual em-
beddings enable us to rephrase citation-related text
effectively. We use paraphrasing in our pipeline in
order to limit the input context to a length of 512.

3.4 Sequence Classification
Sequence classification serves as a fundamental
component of our methodology (Cohan et al.,
2019b; Veeramani et al., 2023c,e). We employ
advanced language models mentioned in section
3.2 to classify the functions of citations within as-
trophysical paragraphs. This involves mapping

citation-related segments to predefined categories,
enabling us to clarify why each citation is made
within the context of the research paper. The output
is a multi-label output since a citation might be used
for multiple purposes. The sequence classification
component effectively outputs the “Functions La-
bel”.

3.5 Pseudo Question Generation

For each of the corresponding preprocessed text,
we use their “Function Label” to form a pseudo
question. This pseudo question serves as an input to
the QA model. We form questions as “What is the
paragraph segment that corresponds to the function
<FUNCTION LABEL>?” For example, if we are
looking for what part is background, our question
is formed as “What is the paragraph segment that
corresponds to the function background?”

3.6 BERT-based QA model

In our approach, we employ a BERT-based Ques-
tion Answering (QA) model to further enhance the
extraction of citation functions and their associated
context. The QA model plays a pivotal role in
our pipeline. The preprocessed text, as described
in section 3.1, serves as one of the two inputs to
our BERT-based QA model. This text contains the
segmented paragraphs with citation-related infor-
mation.

In our formulation, we formulate a pseudo ques-
tion for each segment of the preprocessed text as
the second input. This pseudo question is designed
to encapsulate the essence of the citation function
within the segment. It prompts the model to iden-
tify and extract the relevant information.

The output of our BERT-based QA model is a
pair of integer values denoting the starting and end-
ing positions of the citation function within the
segment of text. These values pinpoint the exact lo-
cation of the text that explains why the citation was
made. We make the necessary adjustments for the
offsets. By utilizing this QA model, we refine the
precision and accuracy of our approach, providing
explicit boundaries for the citation functions within
the context of astrophysical paragraphs.

4 Results

The results presented in Table 1 demonstrate the
performance of our approach utilizing various lan-
guage models on the validation dataset for the
FOCAL challenge. We evaluated our models
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using three key metrics: ‘seqeval_full’, ‘seqe-
val_generic’, and ‘labels_only’. Table

Model seqeval_full seqeval_generic labels_only

BERT 0.2222 0.4393 0.4100
DistillBERT 0.2215 0.4369 0.4985
RoBERTa 0.2369 0.4356 0.4166
ALBERT 0.2380 0.4396 0.4261

Table 1: Performance of our approach with different
language models on validation dataset

4.1 Validation Results
In terms of the ‘seqeval_full’ metric, which as-
sesses the overall ability to correctly classify the
functions of citations while ensuring accurate func-
tion labels, ALBERT achieved the highest score of
0.2380, closely followed by RoBERTa with a score
of 0.2369. BERT and DistillBERT also performed
reasonably well but exhibited slightly lower scores.

The ‘seqeval_generic’ metric, which evaluates
the model’s proficiency in identifying the por-
tions of the paragraph that explain the functions
of citations, showed a similar trend. ALBERT
outperformed the other models with a score of
0.4396, followed closely by BERT, DistillBERT,
and RoBERTa.

In terms of ‘labels_only’, which focuses solely
on the accuracy of predicted function labels, Dis-
tillBERT led the pack with an F1-score of 0.4261,
followed by ALBERT, RoBERTa, and BERT.

4.2 Test Results
In Table 2, we present the F1-score results on the
test dataset using our approach with three different
language models: BERT, RoBERTa, and ALBERT.
The F1-scores are reported for three different eval-
uation metrics: seqeval_full, seqeval_generic, and
labels_only.
seqeval_full Metrics: These metrics evaluate the
overall ability to correctly classify the functions of
citations while considering function labels.

• Micro F1-score: BERT achieved a micro F1-
score of 0.27, RoBERTa scored 0.27, and AL-
BERT outperformed both with a micro F1-
score of 0.30. Among the three, ALBERT
shows the highest performance in this aspect.

• Macro F1-score: BERT scored the high-
est macro F1-score of 0.13, followed by
RoBERTa (0.12) and ALBERT (0.12). BERT
exhibits the highest average F1 score across
different classes.

• Weighted F1-score: ALBERT achieves the
highest weighted F1-score of 0.28, followed
by BERT (0.28) and RoBERTa (0.28).

seqeval_generic Metrics: These metrics assess the
model’s proficiency in identifying portions of the
paragraph that explain citation functions, regardless
of the correctness of predicted function labels.

• Micro F1-score: ALBERT performs the best
with a micro F1-score of 0.48, followed by
RoBERTa (0.48) and BERT (0.47).

• Macro F1-score: ALBERT also achieves the
highest macro F1-score of 0.48, while BERT
and RoBERTa score similarly at 0.47 and 0.48
respectively.

• Weighted F1-score: ALBERT leads with a
weighted F1-score of 0.48, followed by BERT
(0.47) and RoBERTa (0.48).

labels_only Metrics: These metrics focus solely
on the accuracy of predicted function labels, ex-
cluding the assessment of identified spans in the
text.

• Micro F1-score: ALBERT outperforms the
other models with a micro F1-score of 0.58,
while BERT scores 0.48 and RoBERTa scores
0.48.

• Macro F1-score: BERT and RoBERTa have
similar macro F1-scores of 0.24 and 0.22, re-
spectively, while ALBERT scores lower at
0.21.

• Weighted F1-score: BERT achieves the high-
est weighted F1-score of 0.54, followed by
ALBERT (0.53) and RoBERTa (0.53).

Overall, these results suggest that ALBERT con-
sistently performs well across all three evaluation
metrics, indicating its effectiveness in classifying
citation functions and extracting contextual infor-
mation within astrophysical literature. However,
it’s important to note that all models demonstrated
reasonable performance, underscoring the viability
of our approach across different language models.

5 Conclusions

In this paper, we have presented a comprehensive
approach for automated citation function classi-
fication and context extraction in the domain of
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Model
seqeval_full seqeval_generic labels_only

micro macro weighted micro macro weighted micro macro weighted

BERT 0.27 0.13 0.28 0.47 0.47 0.47 0.48 0.24 0.54
RoBERTa 0.27 0.12 0.28 0.48 0.48 0.48 0.48 0.22 0.53
ALBERT 0.30 0.12 0.28 0.48 0.48 0.48 0.58 0.21 0.53

Table 2: F1-score on the test dataset using our approach.

astrophysics literature. Leveraging advanced lan-
guage models, including BERT, RoBERTa, AL-
BERT, and DistillBERT, our system showcases
a robust pipeline that combines paraphrasing and
question-answering techniques to achieve accurate
and insightful results. Our experiments demon-
strate the robustness of our approach, with AL-
BERT consistently performing well in classifying
citation functions and extracting contextual infor-
mation. However, all models exhibit reasonable
performance, showcasing the adaptability of our
system. In the future, we aim to refine our approach
further, potentially incorporating more advanced
models and techniques to enhance citation func-
tion classification and context extraction for deeper
insights in astrophysical research.

Limitations

The limitations of this work include the potential
challenges associated with accurately classifying
citation functions within the nuanced landscape
of astrophysical literature. Despite the effective-
ness of our approach, the inherent complexity and
subjectivity of citation functions may result in in-
stances of misclassification or incomplete under-
standing. Finally, while we strive for generalizabil-
ity, the specificities of astrophysical language and
citation practices may limit the applicability of our
approach to other scientific domains.

Ethics Statement

Our study adheres to principles of academic in-
tegrity, transparency, and respect for intellectual
property rights. We have meticulously cited and
credited all sources and data used in our work, en-
suring due recognition for prior research contribu-
tions.
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