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Abstract

To obtain a better understanding of user prefer-
ences in providing tailored services, dialogue
systems have to generate semi-structured in-
terviews that require flexible dialogue control
while following a topic guide to accomplish
the purpose of the interview. Toward this goal,
this study proposes a semantics-aware GPT-3
fine-tuning model that generates interviews to
acquire users’ food preferences. The model
was trained using dialogue history and seman-
tic representation constructed from the commu-
nicative function and semantic content of the
utterance. Using two baseline models: zero-
shot ChatGPT and fine-tuned GPT-3, we con-
ducted a user study for subjective evaluations
alongside automatic objective evaluations. In
the user study, in impression rating, the out-
puts of the proposed model were superior to
those of baseline models and comparable to
real human interviews in terms of eliciting the
interviewees’ food preferences.

1 Introduction

With interviews being used for various purposes,
interview systems such as surveys (Johnston et al.,
2013; Stent et al., 2006), job interviews (Inoue
et al., 2020), and coaching (Hoque et al., 2013)
have been developed. Interviews are catego-
rized into three types: structured, semi-structured,
and unstructured. In terms of flexibility, semi-
structured interviews are between structured and
unstructured. They are not completely planned but
have a topic guide that needs to be covered. To
build a dialogue system that can generate semi-
structured interviews, flexible dialogue control
must be provided while following the topic guide.
To address the issues involved in generating semi-
structured interviews, this study proposes an inter-
view system to learn user food preferences.
Various dialogue control mechanisms have been
studied in task-oriented dialogue systems to collect
information from users, with the system responses
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are determined based on manually defined rules,
POMDP (Young et al., 2010), deep learning (Chen
et al., 2019), and reinforcement learning (Sankar
and Ravi, 2019). However, these systems have less
flexibility in dialogue control because the dialogue
states are defined as a set of slot-value pairs that
are limited to the task domain.

Research on open-domain non-task-oriented dia-
logue generation has contributed to the develop-
ment of chitchat systems that can produce sys-
tem responses for various topics. Initially, a sim-
ple sequence-to-sequence approach (Sordoni et al.,
2015; Vinyals and Le, 2015; Serban et al., 2016; Li
et al., 2016) was employed to generate a response.
This approach has been improved to produce ap-
propriate and meaningful responses, considering
the dialogue context (Serban et al., 2017), and gen-
erate knowledge-grounded responses (Hedayatnia
et al., 2020; Wu et al., 2020; Zhang et al., 2020a;
Galetzka et al., 2021). More recently, ChatGPT
(Ouyang et al., 2022) has demonstrated remark-
able performance in generating rich and natural
dialogues. However, these techniques have not yet
been designed to generate dialogues for user model
acquisition. Consequently, interview systems are
required to generate responses that are aligned with
the purpose of the interview.

To overcome the problems discussed above and
generate useful questions in semi-structured inter-
views to elicit user food preferences, this study
proposes a GPT-3 based model trained to generate
responses with its semantic representation, which
is constructed from the utterance’s communicative
function and semantic content. Semantic content
refers to a structured sequence of labels for objects
and their attributes. It is expected that using seman-
tic content as part of the training targets would help
constrain the generated responses towards eliciting
the user food preferences.

The contributions of this study are as follows:
1) a semantic representation is proposed for sys-
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<Role (I/C)>- | sentence Communicative | Semantic content - Prompt and completion pairs in GPT-3 fine-tuning ---,
<message#>- function i HISTORY H
<sentence#> ' '
E SYSTEM: It's almost lunchtime, what do you eat for lunch? i
I-1-1 It's almost lunchtime, what Q-plan [eat, [(Dish, ?)]] —": USER: Right. I like sandwiches. !
do you eat for lunch? /’_ F— '

'
Ul Right. ! INFORMATION_FOR_SYSTEM_OUTPUT !
! COMMUNICATIVE_FUNCTION_LABEL: Q-preference-positive |
U-2-2 1 like sandwiches. ! SEMANTIC_CONTENT:{ !
.5 '
1-3-1 What do you like to have as | Q-preference- [like, [(Dish, sandwich, E VERB: like . !
sandwich ingredients? positive ingredient, ?)]] ! gg;ggi—;x;g : D ’SZ ol '
- ! | : sandwich H
U-4-1 1like tuna. ' OBJECT_ATTRIBUTE: ingredient i
' . 9 '
1-5-1 Tuna is good on a sandwich. Reply [think, [(Dish, sandwich, ! 08J ECT—ATTSIBQTE—VALUE 2?7 '
ingredient, tuna)],[Evaluation, 1 EVALUATION: None !
good]] ) :
1 ->SYSTEM_OUTPUT: What do you like to have as '
1-5-2 What do you often drink with | Q-habit [drink, [(Drink,?, combine-with, H sandwich ingredients? H
your sandwich? sandwich)]] e e

Figure 1: Overview of the proposed method. The left table shows an example dialogue between an interviewer (I)
and a customer (C). The communicative function and semantic content of the interviewer’s utterances are shown
in the third and fourth columns, respectively. The right side shows the Prompt and Completion input for GPT-3
fine-tuning used to predict interview utterance [-3-1. The blue part indicates the prompt, and the green part indicates
the completion. Bold italics indicate utterances or annotated values.

tem responses; 2) a response generation model is
created for the interviewer’s role; and 3) the effec-
tiveness of the proposed method in eliciting user
preferences is demonstrated through an evaluation
experiment.

2 Corpus collection

To prepare the dataset used in this study, text-based
dyad conversations were collected to interview par-
ticipants regarding their food preferences. The
participants were recruited through crowdsourcing.
Each participant was assigned the role of either in-
terviewer or interviewee and communicated using
a chat system on a web browser. The interviewer
was instructed to elicit the partner’s preference for
food, whereby they exchanged messages taking
turns, for a minimum of 40 turns. Thus, a total of
118 Japanese dialogues were collected.

3 Method

To train a response generation model for the inter-
viewer’s role by considering the semantic represen-
tation of the interviewer’s responses, we propose
the method illustrated in Figure 1. First, the seman-
tic representation of the interviewer’s responses
is presented, and subsequently, model training is
explained.

3.1 Semantic representation of interviewer’s
responses

The semantic representation of an interviewer’s ut-
terance comprises the intention and meaning of the
utterance. This representation can be exploited to
train the dialogue generation model and direct the
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dialogue toward eliciting food preference informa-
tion, as explained in detail below.
Communicative Function (CF): To specify the
intention of the utterance, we refined the labels
for self-disclosure and question types proposed
in SWBD-DAMSL (Jurafsky, 1997) and Meguro
et al. (2014), thereby defining 20 labels. The list is
shown in the Appendix A.

Semantic Content (SC): The meaning
of an utterance is described as a struc-
tured sequence of labels for verb and
object features, such as OBJECT_TYPE,

OBJECT_NAME, OBJECT_ATTRIBUTE, and
OBJECT_ATTRIBUTE_VALUE.

Examples of semantic representation are shown
in Figure 1. In utterance I-3-1, “What do you like to
have as sandwich ingredients?” the communicative
function is Q-preference-positive. The semantic
content begins with the verb category. In this case,
the verb is like. This is followed by object features
OBJECT_TYPE: Dish, OBJECT_NAME: sand-
wich, OBJECT_ATTRIBUTE: ingredient, and
OBJECT_ATTRIBUTE_VALUE: ?. The ? in-
dicates that this value is missing. Thus, the se-
mantic content of this utterance is expressed as
[(Dish,sandwich,ingredient,?)]. Predefined val-
ues are used for the verbs and elements of
OBJECT_TYPE and OBJECT_ATTRIBUTE for
object features (see Appendix A). The details of
the SC scheme were proposed in Zeng et al. (2022).

After annotating the CF and SC in the corpus
collected in Section 2, we calculated the inter-coder
reliability between two annotators. Cohen’s Kappa
value for CF was x = 0.72 (substantial agreement),
and the agreement ratio for verbs and object fea-



BLEU-1 BLEU-2 BLUE-3 BLEU-4 BERTScore
ChatGPT 2299 1123 5.46 2.38 0.72
Seq2Seq  25.11  15.05 8.11 2.48 0.75
CF+SC 2498  15.23 7.53 2.71 0.75

Table 1: Average BLEU scores and BERTScore on the test set. The best score for each column is highlighted in

bold.

tures in SC between the two annotators was 0.72.

3.2 Interviewer response generation model

To create a response generation model, we fine-
tuned OpenAl’s GPT-3 (Brown et al., 2020),
thereby referring to this proposed model as the
CF+SC model. The model generates the comple-
tion part that follows the prompt. The formats for
the prompt and completion are shown in Figure 1.
Up to five messages preceding the prediction target
interviewer’s response were added to the prompt
as dialogue history. The completion consisted of
the annotated CF and SC (Section 3.1) and the in-
terviewer’s response sentence. The format of the
completion part is indicated by green letters in Fig-
ure 1. When multiple sentences were included in
the interviewer’s message (turn), the last sentence,
which usually contains the main claim, was used
as the prediction target.

4 Experiment and evaluation

We evaluated the performance of the proposed
CF+SC model using three comparison targets: the
ground truth and two baselines.

Ground truth (GT): Actual utterances of the in-
terviewers were used as the ground truth.
Fine-tuned GPT-3 (Seq2Seq): This simple fine-
tuning model uses GPT-3. The model was trained
without semantic representation (CF and SC) of
the prediction targets. A sequence of preceding
utterances was provided as prompt, and the model
output was the interviewer’s response.

Zero-shot ChatGPT (ChatGPT): OpenAlI’s Chat-
GPT model (reinforcement learning with human
feedback and chat-optimized models (Ouyang
et al.,, 2022)), specifically, gpt-3.5-turbo-0301,
was adopted as the best general-purpose dialogue
model. The zero-shot method was employed such
that only the dialogue history and the system’s role
as an interviewer were provided as prompts '. The

'We also tested the few-shot ChatGPT, with prompts in-
cluding two example responses accompanied by CF and SC,

system was instructed to play the role of the inter-
viewer and generate a response to elicit customer
preferences by considering the context.

The temperature parameter for the three GPT-
based models was set to 0. Thus, the generation
was almost deterministic. While the CF+SC model
generates both semantic representation and text of
the response, we used the SYSTEM_OUTPUT part
to extract the system response text. The CF+SC and
Seq2Seq models generate a single sentence. Thus,
in order to align the comparison conditions, when
ChatGPT model generates multiple sentences, the
last sentence, which tends to contain the main
claim, was used in comparing with the ground
truth.

The GPT-3 (“davinci” model) was fine-tuned us-
ing OpenAl’s API. The model was trained for four
epochs. The batch size was eight, and the learn-
ing rate was 0.05. The validation loss remained
constant after epoch two. The number of instances
used for training and validation were 1671 and 206,
respectively.

4.1 Automatic evaluation

Table 1 shows the automatic objective evaluations,
BLEU (Papineni et al., 2002) and BERTScore
(Zhang et al., 2020b). The BLEU-2 and BLEU-4
scores for the CF+SC model are higher than the
baselines. However, the CF+SC is slightly inferior
to Seq2Seq in BLEU-1 and 3 and comparable to
BERTScore. These automatic evaluation metrics
measure word overlap or proximity in a word em-
bedding space between the actual responses and
model output. Therefore, it is known that such met-
rics do not properly evaluate appropriate responses
that are not similar to GT and do not correlate
well with human evaluations (Liu et al., 2016). To
evaluate the validity of the generated output as an
interviewer’s response, we conducted a user study,
as described in the next section.

as shown in Figure 1. However, the model did not produce an

output in the requested format (e.g., the SYSTEM_OUTPUT
part was not produced).
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Figure 2: Overall impression evaluation
result for interviewer response. The p-
value was calculated using the Wilcoxon
signed-rank test. (1 :p < .1#x:p <
.01)

p < .01)

4.2 User study

For human evaluations, we conducted two user
studies: 1) overall evaluation of responses from
three models in addition to GT, and 2) ratings of
one response from a single model.

1) Overall rating: A total of 460 experimental
materials were created from the test set, each con-
sisting of five preceding ground truth utterances
as dialogue context, followed by a list of target
responses from the four methods: GT, CF+SC (pro-
posed model), Seq2Seq, and ChatGPT. The order
of the target responses was randomized. The partic-
ipants were instructed to rate the appropriateness
of the interviewer’s responses on a scale of 1 to 5
(a larger number is better). We recruited 30 partici-
pants through crowdsourcing and assigned 47 ma-
terials to each participant, including one to check
for worker quality. Three ratings were collected for
each material.

Figure 2 presents the results for the overall im-
pression evaluation. GT and ChatGPT have similar
scores which are significantly higher than those of
the CF+SC and Seq2Seq models. The difference
of CF+SC from Seq2Seq is marginally significant.
2) Ratings with clarified perspectives: In the
second experiment, the following three questions
were used to clarify the perspectives of the response
ratings:

- Relevancy: Does the response fit the flow of the
conversation?

- In depth Q: Does the response attempt to explore
the interviewee’s statements in depth?

- Elicitation: Does the response attempt to elicit
information from the interviewee?

Figure 3: Impression evaluation regarding three detailed questions.
The p-value was calculated using Tukey’s HSD test. (x : p < .05 *x :

In this experiment, one target response was com-
bined with five context utterances so that the sub-
jects could not compare the responses from dif-
ferent methods. Participants were instructed to
answer each of the three questions on a five-point
Likert scale. We created 200 combinations of di-
alogue histories and the subsequent responses of
each method. Thus, 800 materials were obtained,
and 160 participants were recruited using crowd-
sourcing. Each worker was randomly assigned 21
materials (including one for worker quality check),
and four participants evaluated each material.

The results are shown in Figure 3. Regarding
relevancy, the performance of CF+SC is worse than
that of ChatGPT and similar to that of Seq2Seq. For
in depth Q, CF+SC is comparable to Seq2Seq and
ChatGPT. Notably, in elicitation, CF+SC is equiva-
lent to GT and superior to Seq2Seq and ChatGPT.

4.3 Discussion

In general, ChatGPT produced sentences that were
as fluent and expressive as GT. Therefore, in the
overall rating, the participants had a good impres-
sion of this model. The eloquence of ChatGPT may
have led the participants to believe that the gen-
erated utterances fit the context (high relevancy).
These results demonstrate the superior performance
of ChatGPT as a general purpose dialogue model.
Interestingly, ChatGPT performed the worst in the
auto evaluation metric (Table 1), but the overall
impression was the best. This confirms the low
correlation between the subjective and objective
evaluations discussed in Liu et al. (2016).

For asking in-depth questions (In depth Q), in all
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models, generated questions frequently included
words used in the previous context. This is why
we consider that subjects could not finding a clear
difference between the three models in terms of the
delving into the word that appeared in the context.
In elicitation, the proposed model (CF+SC) has
a higher score than the other models. As shown
in the Appendix, the CF+SC model is more likely
to generate questions related to the objects and
their attributes, indicating that CF+SC successfully
considers semantic representation (Table 6 in the
Appendix). Moreover, as shown in Table 7 in the
Appendix, ChatGPT simply repeats the previous
user’s utterance in giving suggestions. These are
not ideal responses for interviews. On the other
hand, CF+SC asks questions that are not limited
to the current context but covers broader aspects
to actively elicit user preferences. We assume that
these dialogue characteristics provide the subjects
with the impression that the interviewer’s response
is an attempt to elicit user preferences. This sug-
gests that semantic representation is important in
training dialogue models for specific purposes.

5 Conclusions and future directions

This study proposed a response generation model
aiming to extract user preferences for food. We
trained the GPT-3 based model using a commu-
nicative function and semantic content. The results
of the human impression evaluation experiment
showed that the proposed model outperformed zero-
shot ChatGPT and fine-tuned GPT-3 model, and
comparable to real human interviews in terms of
eliciting the interviewee’s preferences.

One limitation of the current model is that it pro-
duces only a single sentence. In the future, this
model should be improved to generate more com-
plex responses using multiple sentences. Moreover,
it is necessary to evaluate the model’s performance
in interactions with users, and examine whether the
interview system is useful for understanding users.
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A Appendix ObjectAttribute  Definition

ingredient Represent the ingredient of the ObjectName.
Table 2 shows the communicative function la- type-of Indicate the specific type of the ObjectName.

texture Indicate the texture of the ObjectName.
bels and Tables 3, 4, and 5 show the val- taste Indicate the taste of the ObjectName.

ues used in the verbs, OBJECT_TYPE and cooking-method+
OBJECT_ATTRIBUTE for the semantic content,  cating-method

Indicate how to eat or make the ObjectName.

X K part-of Indicate the part of the ObjectName.
Tables 6 and 7 present the dialogue history (-5 to combine-with With or in combination with ObjectName.
-1) before the interviewer’s response (GT) and the
responses to CF+SC, Seq2Seq, and ChatGPT; I and Table 5: Defined OBJECT_ATTRIBUTE list
C represent the interviewer and customer, respec- i B
tively. . ____(especially likepastainnoodles)
B—NSTTR, A= Y IRTT
41 IV —LRTIN?
Information SD-experience ~__ (Oh,that’s good. Is it garlic-based or cream-based?)
SD-habit SD-preference-positive ; u’i E f)\iggfﬁ) TEN FCHA=U U 7R
SD-preference-negative ~ SD-preference-neutral 3¢ (I’m a big fan of both, but especially the garlic-based
SD-desire SD-plan ________omesaredelicions)
P , BRTIE, . O ST E T AT
SD-other Q—mformatlon 21 (In terms of meat, which do you like best, chicken,

-experience -habit ______ _beetorporky
Q-exp " Q . HZOTBRNTI N, RSAXLDIIBATT A,
Q-preference-positive Q-preference-negative XS 1ED LWl E T,

Q-preference-neutral Q-desire e (It’s hard to choose, but I often eat chicken.
Q lan Q ther I like its refreshing taste.)
-pla -othe RNTEACRAE 7505 5 e BOETH 7
PI‘OpOS&l Reply GT (If you had to choose between pot-au-feu and nikujaga,
________vhichwouldyouchoose?)
. . COMMUNICATIVE_FUNCTION_LABEL: "Q-preference-positive”
Table 2: Communicative function labels (SD: Self- SEMANTIC_CONTENT: { prefereneeposive
Disclosure, Q: Question) VERB: "like"
OBJECT_TYPE: "Ingredient"
OBJECT_NAME: "#4" (chicken meat)
CF+SC  OBJECT_ATTRIBUTE: "fE ) Ji+f~/i" (cooking-method+
L. eating-method)
Verb Definition OBJECT_ATTRIBUTE_VALUE: "?"
like/!like EVALUATION: "None" }
eat/!eat BWRIZED LD LIHBETAERET N ?
recommend/ ________(Howdo youcook chicken>y
Irecommend BRAKESTT»?
cook/1cook Seq2Sed  \What about fish?)
' . . Lo R BEERTEERT. FvodtrETEAY
have/!have Indicate that the user has a Style or condition. ChatGPT (Then, which do you prefer, yakitori or fried chicken?)
Take Style, Condition for ObjectType.
think e.g. “Pizza is the best food. Table 6 Example A

— [think,[(Dish,Pizza)],[Evaluation,the best food]]
Describe universal knowledge.

be e.g. “Naengmyeon is Korean cuisine.” 5C MBEFATHET,
(I prefer Japanese food.)

— [be,[(Genre,Korean cuisine,type-of,naengmyeon C_ oo LprderJapanese oo, _ o ___.
el P gmyeonll HROH CHATBIETU LS5 7
ndicate a verb that does not fall into 41 o ¥
other : ________(Whatdoyoulikein Japanese food?)
the above categories. e EABH T\ B REAEF S T,
. _______(likedishes containingfish)
Table 3: Defined verb list. Notated as +<verb> when 21 BEMOENBE S TTH?
. (What kind of fish do you like?)
defined for negative forms. CUTTTUMMNEZ XD ETA TURTIRKETY.
-1C (It depends on how it is cooked, but I like yellowtail
and horse mackerel.)
GT PP ESMDBFETL £ 5
ObjectType Definition Example of ObjectName ~~___(Whatis your favorite cooking method>)
Dish Indicate dish. curry and rice, hamburger COMMUNICATIVE_FUNCTION_LABEL: "Q-preference-positive"
Ingredient  Indicate ingredient. carrots, potatoes SEMANTIC_CONTENT: {
Drink Indicate drink. juice, coffee VERB: "like"
Food Food or object rather than Do you have a favorite food? OBJECT_TYPE: "Ingredient"
00 specific dishes or ingredients. — [like,[(Food, N]] OBJECT_NAME: "fil" (fish)
Genre Indicate genre or cuisine. Japanese, Chinese CF+SC OBJECT_ATTRIBUTE: "Hi#H" (type-of)
Texture Indicate texture. rich, creamy OBJECT_ATTRIBUTE_VALUE: "?"
Taste Indicate flavor. sweet, spicy EVALUATIE)N:‘ "Nﬂff‘e" } R .
Sty Concepts related to food that health. all ENTETVRT VLD MIZE AN
tyle correspond to ObjectName. calth, allergy BIHETETN? i )
" Indicate a condition that (So, what other types of fish do you like besides
Condition corresponds to ObjectName hunger, mood yellowtail and horse mackerel?)
e g e A I A A5~ - ———————————-
Food related items that do not fall . Seq2Seq TREHHMBILES T ?
Other eating out, cup ramen (Or how about seafood?)

under the above categories. T T O AZa—Clk TUSTVERSEAEE

IR 5P
Table 4: Defined i ChatGPT HS(D)\znfgsfti_mh MTUL & g 7
able 4: Defined OBJECT_TYPE list (How about including Japanese dishes that use
yellowtail or horse mackerel in your future menu?)

Table 7: Example B
196
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