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Abstract

This paper introduces our system for the Se-
mEval 2023 Task 2: Multilingual Complex
Named Entity Recognition (MultiCoNER II)
competition. Our team (KDDIE) focused on
the sub-task of Named Entity Recognition
(NER) for the language of English in the com-
petition and reported our results. To achieve
our goal, we utilized transfer learning by fine-
tuning pre-trained language models (PLMs) on
the competition dataset. Our approach involved
combining a BERT-based PLM with external
knowledge to provide additional context to the
model. In this report, we present our findings
and results.

1 Introduction

There is a large and ever-increasing supply of un-
structured data present in today’s world. Much of
this data is in the form of free text. Named Entity
Recognition (NER) is the task of labeling named
entities within the text. This allows us to gather
structured data from the free text. SemEval 2023
Task 2 is a competition in which groups compete
to build the best NER system for the provided data
(Fetahu et al. (2023b)). This task contains 13 differ-
ent tracks: one for each of 12 different languages
and a multilingual track, which combines all the
other languages (Fetahu et al. (2023b)). In this pa-
per, we will focus on Track 1 which is monolingual
English NER. The task requires NER systems to
identify 36 different labels. The six coarse labels
to be used were person, location, group, medical,
product, and creative work (Fetahu et al. (2023b)).
Each of these coarse-level labels is then split into
several fine-grain labels. For example, location is
split into facility, human settlement, station, and
other locations. Figure 1 shows some examples of
words being labeled with their corresponding tags.

In this paper, we used external knowledge in-
jection from outside data sources to provide addi-
tional context to our PLMs, as described in (Wang
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Figure 1: An example of labeling some entities with
the SemEval 2023 Task 2 tagging scheme. These two
sentences are taken from the training set of SemEval
2023 Task 2 (Fetahu et al. (2023a)).

et al. (2022)). Our approach involved training mul-
tiple transformer models from the HuggingFace
library (Wolf et al. (2020)) on the provided train-
ing data that was enriched with additional context.
We then combined the predictions from several of
these models to further improve their performance
on the dataset. We fine-tuned several training pa-
rameters, including the number of epochs, learning
rate, batch size, and other parameters for all the
models to achieve the best possible scores.

We have found several key findings through our
experiments. Firstly, using the external knowledge
injection as outlined in Wang et al. (2022) signifi-
cantly improved performance even on the new 2023
dataset (Fetahu et al. (2023a)). Additionally, we
found that combining the prediction from several
different transformer models can lead to better per-
formance overall.

2 Related Work

The work in this competition is a continuation of
the research done in the previous multilingual NER
task done last year (Malmasi et al. (2022b)). This
year’s competition is more difficult because there
are many more possible labels. Our team also sub-
mitted a report (Martin et al. (2022)) to last year’s
competition where we made use of DeBERTa (He
et al. (2021)) for the NER competition. There are
many different challenges that make NER difficult.
It explained in Meng et al. (2021) that identifying
named entities is especially difficult when there is
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not much context or in situations where the enti-
ties are exceptionally complex. These issues were
key problems that made last year’s competition
dataset (Malmasi et al., 2022a) so difficult to get
good scores on. This problem is partially solved
by using external knowledge injection to add more
context as done by Wang et al. (2022) which we
make use of in the work for this paper. As ex-
plained in Li et al. (2020) NER also requires large
amounts of well-annotated data. This can be a prob-
lem because it can be quite expensive to annotate
data.

3 Data

The competition data was given in CoNLL format
(Fetahu et al. (2023a)). For the English data, there
were 16778 examples for training and 871 exam-
ples for validation (Fetahu et al. (2023a)). The data
was provided in BIO format. BIO is a labeling
scheme in which, if a word is at the beginning of
an entity it is labeled B, if the word is inside the
entity it is labeled I, if the word is outside of an
entity it is labeled O.

We started processing the data by splitting the
data in each example and then splitting each ex-
ample into lists of labels and tokens. Next, we
assigned each label a number, 0-72, to represent it.
Finally, we create a Hugging Face dataset object
from these lists of lists (Wolf et al. (2020)). For our
experiments, we used the default train/eval splits
which have 16778 examples for training and 871
examples for validation.

For this paper, we used the metrics of macro pre-
cision, recall, and f1-score to evaluate our models.
To calculate these metrics, we make use of seqe-
val (Nakayama (2018)) a Python library. Seqeval
makes it simple to calculate these metrics, we just
need to give it the predicted values and the ground
truth. The equations seqeval (Nakayama (2018))
uses to calculate these metrics are shown below
with tp meaning true positives, fp meaning false
positives, and fn meaning false negatives:

Macro Precision =
tp

tp+ fp

Macro Recall =
tp

tp+ fn

Macro F1 =
2 ∗ Precision ∗Recall

Precision+Recall

4 Methodology

Our main approach for this paper is to fine-tune
large feature-based transformer models on the pro-
vided training data, using external knowledge to
enhance our approach. We then combine the pre-
dictions from all models to get the final results. We
used the HuggingFace library (Wolf et al. (2020))
to download and train the transformer models. We
followed in the work of Wang et al. (2022) to ex-
tract external knowledge to provide our models
with extra context.

Figure 2 shows a pipeline diagram of our system.
The first step is feeding the input sentence into
the knowledge injection module, which produces a
new sentence with extra context appended on the
end. Then as seen in Figure 2 this new sentence
is given to three different transformer models to
predict an output on. After this is done the output
of the three models is then combined to produce a
final prediction. Each of these steps is described in
more detail in the upcoming sections.

Input 
Sentence

Knowledge 
Injecting 
Module

BERT-CRF

RoBERTa

DeBERTa

Combine 
Predictions

Output 
Prediction

Figure 2: A pipeline diagram of our system imple-
mented for this paper.

4.1 External Knowledge Injection

All models discussed in this paper incorporate ex-
ternal knowledge injection to enhance performance.
Following in the work of Wang et al. (2022), we
make use of Wikimedia1 and use Elasticsearch2 to
search them through a large amount of data. The
search results are appended on to the original ex-
ample from the training or test data. Then when
this sentence is fed to the transformer model it has
more context to work with. As seen in Wang et al.
(2022) this significantly improves the performance
of the model for the Named Entity Recognition
task. For this competition, we experimented with
training several different models on this knowledge-
enhanced training data.

1https://www.wikimedia.org/
2https://www.elastic.co
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4.2 BERT-CRF

The first model we tried was a BERT model trained
on the data provided (Devlin et al. (2018)). BERT
was one of the earlier transformer models that a lot
of others built upon, but it still performs quite well.
Following the research in (Yang and Hsu (2021)),
we used a CRF layer to help the BERT model learn
the specific parameters of the task, and thus help
the performance. To do this we took a BERT model
(Devlin et al. (2018)) from HuggingFace (Wolf et al.
(2020)) with the CRF layer and trained it for 5
epochs at a learning rate of 2e-5 on the competition
training data with the added context.

4.3 RoBERTa

As described in Wang et al. (2022) they used a
RoBERTa model to train on their dataset because
they believed it to be the best for their situation. In
this work, we will also train a RoBERTa model (Liu
et al. (2019)) on our knowledge-enhanced training
data. In their work Liu et al. (2019), the creators
of RoBERTa describe that they improved on BERT
by making numerous improvements to the training
step such as training longer and on more data. For
our final result we trained the RoBERTa model on
our knowledge-enhanced data for 10 epochs with a
starting learning rate of 2e-5.

4.4 DeBERTa

The last model we used was a DeBERTa pre-trained
language model. DeBERTa is also a BERT (Devlin
et al. (2018)) based transformer model and it uses
enhanced decoding and disentangled attention to
improve performance (He et al. (2021)). Within
DeBERTa they used a two-vector approach where
they split the token encoding and the position en-
coding into two separate vectors. They used en-
hanced decoding where they provided the model
with both their relative word positions within the
sentence and the absolute word positions. These im-
provements allow DeBERTa to outperform BERT
in many different scenarios (He et al. (2021)). For
this paper, we took a DeBERTa model and trained
it on the SemEval 2023 Task 2 training data with
the added external knowledge. We got the best
results when training this DeBERTa model for 5
epochs with a learning rate of 2e-5.

4.5 Combining Predictions

Once we had the predictions for all the different
models, we designed a system to combine the pre-

dictions from all the different models. Essentially
this system would average out the predictions from
all the models. For example, if you have 3 models
and 2 of them predict the tag PERSON and one
predicts the tag LOCATION then the final result
will have PERSON. If there is a tie, then it also
looks at the confidence each model had that it was
correct and will use the prediction with the highest
combined confidence. Upon using this system, we
can see that combining predictions does improve
the scores over using each individual model. Each
model will have slightly different predictions with
strengths in different areas, by combining their pre-
dictions we can attempt to get the best of each
model.

5 Results

As seen in Table 1, our best scores came from com-
bining results from all 3 of our different models.
At an individual level, the DeBERTa model per-
formed the best, followed by the RoBERTa model,
and lastly, the BERT-CRF model was the worst.

Model Precision Recall F1

BERT-CRF 0.739 0.770 0.743
RoBERTa 0.774 0.759 0.758
DeBERTa 0.797 0.777 0.781

All 3 Combined 0.828 0.808 0.809

Table 1: Summary of the scores of all the models tested
in this paper. All the scores are from testing on the
SemEval 2023 Task 2 validation dataset (Fetahu et al.
(2023a)).

For the official results on the English track, our
team placed 5th out of 34 teams with a macro f1
score of 78.06 on the test dataset. We used the
combined results from the 3 different models for
that final prediction on the test data.

6 Conclusion

Throughout the competition, we experimented with
several different models and found that the De-
BERTa model performed the best individually. Ad-
ditionally we found that adding the extra context
improved the performance of all the models. More-
over, we also discovered that even though the De-
BERTa model performed the best on its own, we
could improve its scores by combining the predic-
tions with the other models. In future work, we
could explore using different data sources for exter-
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nal knowledge injection to determine whether they
can further enhance our results.
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