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Abstract
Natural Language Processing techniques can
be leveraged to process legal proceedings for
various downstream applications, such as sum-
marization of a given judgement, prediction
of the judgement for a given legal case, prece-
dent search, among others. These applications
will benefit from legal judgement documents
already segmented into topically coherent units.
The current task, namely, Rhetorical Role Pre-
diction, aims at categorising each sentence
in the sequence of sentences in a judgement
document into different labels. The system
proposed in this work combines topic mod-
eling and RoBERTa to encode sentences in
each document. A BiLSTM layer has been
utilised to get contextualised sentence repre-
sentations. The Rhetorical Role predictions
for each sentence in each document are gen-
erated by a final CRF layer of the proposed
neuro-computing system. This system secured
the rank 12 in the official task ranking, achiev-
ing the micro-F1 score 0.7980. The code for
the proposed systems has been made available
at https://github.com/KushagriT/SemEval23_
LegalEval_TeamLRL_NC

1 Introduction

Legal domain hosts a wide range of text documents
corresponding to different stages of the legal pro-
ceedings. Especially in populous countries, such
as India, which has a huge and branched judicial
system, automation of certain steps in the judicial
pipeline can be beneficial to the overall working
of the system. Legal documents are generally long
and unstructured, and typically consist of jargons
specific to the legal domain. Due to presence of
various subdomains, such as criminal law, civil law,
income-tax law, among others, the systems devel-
oped on one domain may not generalise well to
other domains. Additionally, the legal domain suf-
fers from lack of availability of annotated corpora
(Kalamkar et al., 2022). All the above observations
make the task truly challenging.

Natural Language Processing techniques can
be leveraged to process such corpora for various
downstream applications, such as judgement sum-
marising, judgement outcome prediction, prece-
dent search, among others. These applications will
benefit from legal judgement documents that are
already segmented into topically coherent units.
These coherent units are called Rhetorical Roles.
This task of semantic segmentation of a judgement
document, into Rhetorical Roles, aids in the overall
processing of legal documents.

The aim of the current task (Modi et al., 2023) is
to categorise sentences in a legal case proceeding
(judgement document), to different labels. Thus
the task effectively boils down to Rhetorical Role
Prediction. The dataset (Kalamkar et al., 2022;
Malik et al., 2021a) consists of 13 Rhetoric Role
labels given in Table 1.

This paper proposes a system for Rhetorical Role
prediction for legal judgement documents. The
proposed approach uses a hierarchical sequence
encoder consisting of basic sentence representation
and a contextualised sentence representation fol-
lowed by a CRF (Lafferty et al., 2001) layer for
final label prediction. Experiments were conducted
with several variations of the proposed scheme, and
the best performing one is discussed in detail in this
paper.

The novelty of the proposed approach lies in the
use of topic modeling augmented with transformer-
based (RoBERTa) sentence embeddings to gener-
ate sentence representations. This combination of
RoBERTa with topic modeling to generate sentence
representations has been found to be more effective
than just using transformer-based embedding.

The paper is organised as follows. The related
past works are discussed in Section 2. Section 3
and Section 4 discuss the details of the proposed
system and the experimental setup, respectively.
The results from the systems are given in Section
5. The paper is concluded in Section 6.
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Rhetoric Role Label
Preamble PREAMBLE
Facts FAC
Ruling by Lower Court RLC
Issues ISSUE
Argument by Petitioner ARG_PETITIONER
Argument by Respondent ARG_RESPONDENT
Analysis ANALYSIS
Statute STA
Precedent Relied PRE_RELIED
Precedent Not Relied PRE_NOT_RELIED
Ratio of the decision Ratio
Ruling by Present Court RPC
None NONE

Table 1: Rhetoric Role Labels

2 Related Works

Rhetorical Role Prediction aims at classifying each
sentence in a given sequence of sentences into one
of the 13 classes as mentioned in Table 1. This
task is more challenging than a traditional classi-
fication task, where each instance is considered
independent of other instances. This is not a valid
assumption for sequential sentence classification,
which makes the task more challenging.

Most of the existing works use Conditional Ran-
dom Fields (CRFs) (Lafferty et al., 2001) as an
important component in the architecture for se-
quential sentence labelling. These works primarily
use hierarchical sequence encoders to contextualise
sentence representations, followed by a CRF for
the sequential classification in each document since
they incorporate dependencies between subsequent
labels. In particular, (Bhattacharya et al., 2019) and
(Malik et al., 2021a) use BiLSTM-CRF as models
for Rhetorical Role Prediction.

Jin and Szolovits (2018) propose a hierarchical
neural network model for sequential sentence clas-
sification task, which we call a hierarchical sequen-
tial labeling network (HSLN). This consists of an
RNN or CNN layer and a BiLSTM layer to get sen-
tence representation and contextualised sentence
representation, respectively. This is followed by a
single hidden layer feedforward network to trans-
form the sentence representation to the probability
vector. The final layer is CRF to jointly optimise
the predicted label sequence.

In recent years there has been a surge in pre-
trained transformer-based models for most of the
Natural Language Processing tasks. In particu-

lar, for the task of sequential sentence classifica-
tion, Cohan et al. (2019) use pre-trained language
models, such as BERT (Devlin et al., 2019) to
capture contextual dependencies without the need
for neither hierarchical encoding nor a CRF. Their
approach achieved state-of-the-art results on four
datasets exhibited.

3 System Overview

In the first step the system extracts individual sen-
tence representations that are not contextualised
with respect to the whole document. This step
uses RoBERTa (Liu et al., 2019) for generating
text embeddings. The RoBERTa model has been
fine-tuned for Masked Language Modeling (MLM)
task on the training and development subsets of the
related ILDC (Indian Legal Documents Corpus)
dataset (Malik et al., 2021b). Sentence representa-
tion is the CLS token embedding for that sentence.
This fine-tuned RoBERTa Model is applied to each
sentence of each document to get corresponding
sentence embeddings which are the CLS embed-
dings from the RoBERTa model.

The overall scheme may be explained as fol-
lows: Suppose each document D is represented
by a SD × L matrix, where SD is the number of
sentences in the document and L is the maximum
length of all sentences in the document, where each
sentence with less number of words than L are
padded with a padding token. This step generates
an embedding for each sentence in the document,
and thereby converts a document from SD × L to
SD ×RoBERTa_Embedding_Size.

The existing sentence encoding from RoBERTa
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model accounts for the information from all the
words of the sentence and how the words interact.
But, to account for topical composition of each
sentence with respect to the information learned
from the entire corpus, the features are augmented
using a topic modeling approach. The idea is to
train a nonparametric topic model, namely, Hierar-
chical Dirichlet Process (HDP) (Teh et al., 2006)
on the collection of training documents, which
learns the number of topics K from the data it-
self. Application of HDP on a sentence produces a
K-dimensional vector which represents the topical
composition of that sentence. The per-document
per-sentence preliminary representation obtained
from RoBERTa model in the previous step is con-
catenated with HDP topic proportions per sentence,
to get a combined sentence representation. This
results in a S×(RoBERTa_Embedding_Size+
K) matrix of feature vectors corresponding to each
document.

Using these combined sentence embeddings as
features a document level BiLSTM of hidden state
dimension Hidden_Size_Document is applied
to each document to get hidden states correspond-
ing to each sentence. This results in features of
dimension S × (2 × Hidden_Size_Document)
for each document, consisting of concatenated
hidden states from backward and forward LSTM.
These hidden states are input to a linear neural
network layer. The output is pseudo-prediction
vectors corresponding to the tag space of size
Target_Size which is the number of labels in the
target space, resulting in predictions of dimension
S × (Target_Size).

Up to this point the model has taken into account
features of neighbouring sentences for predicting
the Rhetorical Role (Table 1) for a sentence. The
final layer is the CRF layer which takes emissions,
masks and actual labels as input while training. The
emissions are taken as the pseudo-predictions gen-
erated in the previous step. The masks consist of
zeros corresponding to the sentences which solely
consist of padding tokens. The CRF layer takes into
account document-level label information to gener-
ate prediction for the current sentence. The loss for
training this model is negative loglikelihood from
the CRF layer. Viterbi algorithm (Viterbi, 1967) is
used for the prediction for a new document.

Figure 1 provides the diagram for the proposed
system. Two variations of the proposed approach
were also submitted to the task.

• In one variation the HDP features were dis-
carded.

• In the other variation, the nonparametric HDP
model was substituted with parametric Topic
Model, Correlated Topic Model (CTM) (Laf-
ferty and Blei, 2005).

Table 4 refers to these variations as Proposed - HDP
and Proposed - HDP + CTM, respectively. The
results for these variations are discussed in Section
5.

4 Experimental Setup

The experiments were carried on Google Colabora-
tory in Python 3.8.10 with Nvidia Tesla P100 GPU.
PyTorch (Paszke et al., 2019), Huggingface Trans-
formers (Wolf et al., 2020), and pytorch-crf1 are
used as the key frameworks for the experiments.

For fine-tuning RoBERTa for MLM task the fol-
lowing settings were followed.

• The instances in the ILDC dataset were pre-
pared using RobertaTokenizerFast from Hug-
gingface Transformers to tokenize the text by
masking tokens in the input with probability
0.15. The instances were padded to the maxi-
mum sequence length in the batch. Truncation
was done at a maximum sequence length of
256. RoBERTa special tokens were added.

• For fine-tuning each sentence from each doc-
ument is considered as an individual instance.

• The roberta-base model was fine-tuned. The
model was implemented using RobertaFor-
MaskedLM from Huggingface Transformers.

• No preprocessing is applied to the ILDC
dataset, except the removal of the newline
character (‘\ n’) from the text.

• For fine-tuning, Trainer functionality of Hug-
gingface Transformers was used, with batch
size 8, for 10 training epochs2.

• Learning rate of 5e-5 is used with a linear
learning rate scheduler.

To prepare the text for training the main model,
the newline character, ellipsis and comma are re-
placed by whitespace. The text is tokenized using

1https://pytorch-crf.readthedocs.io/en/stable/
2The model checkpoint at 20000 training steps is used.
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Figure 1: System for Rhetoric Role Prediction

RobertaTokenizerFast tokenizer pretrained from
roberta-base model. For each sentence, padding
and truncation are enabled, with padding to maxi-
mum sequence length in the batch and truncation
at maximum sequence length of 256. RoBERTa
special tokens have been added.

To the number of tags, two additional tags,
namely, <START> and <STOP> are added. For
batching, documents are sorted according to the
number of sentences in the document. Top B
documents are selected and are represented as
S1 × L1, S2 × L2, · · · , SB × LB , where B is the
chosen batch size. The maximum number of sen-
tences in the batch are S = max(S1, · · · , SB)
and maximum length of sequence in the batch is
L = max(L1, · · · , LB). Each sentence in each
document in the batch is padded with padding to-
ken (<pad>) id. In case of RoBERTa, this <pad>
token is assigned the id 0. Thus the documents
are now of the sizes, S1 × L, · · · , SB × L. Each
document is padded to the size S × L, by adding
sentences consisting only of <pad> sequences, with
corresponding labels as <STOP>. This prepares
a batch of size B × S × L and corresponding la-
bels B × S. Corresponding mask vectors of size
B × S × L are prepared, with entries 0 or 1, with
0 indicating presence of the <pad> token and 1

indicating the absence of the <pad> token.
The model settings are given in Table 2. Adam

(Kingma and Ba, 2014) optimizer has been used
for training the parameters.

Experiment Setting Value
RoBERTa_Embedding_Size 768
Hidden_Size_Document 50
Batch Size 2
Number of Epochs 25
Optimizer Adam
Learning rate 0.0001

Table 2: Model Settings

While training the model, all the parameters of
the RoBERTa layer are frozen, except for parame-
ters of the pooler layer and the last encoder layer.
To implement CRF, pytorch-crf package is used.
The HDP model is trained using tomotopy pack-
age3 in Python. The text is preprocessed by re-
moving the newline character, ellipsis, and comma.
Additionally preprocessing4 functionality of gen-
sim (Řehůřek and Sojka, 2010) package is used to
clean the data. A bigram model is trained on the

3https://bab2min.github.io/tomotopy/v/en/
4simple_prepocess
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Model Micro F1
RoBERTa + HDP + BiLSTM + CRF 0.7930
RoBERTa + BiLSTM + CRF 0.7697
RoBERTa + CTM + BiLSTM + CRF 0.7864
RoBERTa(no FT) + HDP + BiLSTM + CRF 0.7506
RoBERTa(no FT) + BiLSTM + CRF 0.7860
RoBERTa(no FT) + CTM + BiLSTM + CRF 0.7860
BERT(no FT) + HDP + BiLSTM + CRF 0.7867
BERT(no FT) + BiLSTM + CRF 0.7892
BERT(no FT) + CTM + BiLSTM + CRF 0.7725

Table 3: Results on Validation Subset of the Dataset

Model Micro F1
RoBERTa + HDP + BiLSTM + CRF 0.7980
RoBERTa + BiLSTM + CRF 0.7809
RoBERTa + CTM + BiLSTM + CRF 0.7593
Rank 1 Model 0.8593
Rank 2 Model 0.8581

Table 4: Results on Test Subset of the Dataset

cleaned text with minimum count 5 and threshold
100. The standard English stopwords are removed
using NLTK toolkit5, and bigrams are formed. The
words having POS (part-of-speech) tags as NOUN,
ADJ (adjective), VERB and ADV (adverb) are
lemmatized but proper nouns are retained without
any change. POS tagging and lemmatization are
done using Spacy6 framework in Python. All other
tokens are discarded. Settings for training HDP
model are given in Table 5.

Experiment Setting Value
Term Weighing Scheme IDF
minimum collection frequency 5
gamma 1
alpha 0.1
initial k 10
Burn-in Samples 50
Iterations 5000

Table 5: HDP Model Settings

The redundant topics (called dead topics) were
purged, and the K topics learned from data were
obtained. The topic proportions of a sentence us-
ing this model represent the additional features.
To batch the corresponding HDP feature vectors
for a document, the vectors are padded with K-

5https://www.nltk.org/
6https://spacy.io/

dimensional zero vectors so that there are uniform
number of sentences per document in that batch.
The Correlated Topic Model (CTM) was trained on
30 topics, with minimum collection frequency 5.

The model is trained on the train subset of the
given data, and the model checkpoint according to
the best performance on validation subset is chosen
for testing on the test subset of the dataset.

5 Results

Several experiments were conducted and the
system for submission was selected based
on the performance on the validation sub-
set of the dataset. The proposed system
is denoted as, RoBERTa+HDP+BiLSTM+CRF,
where the RoBERTa model has been fine-tuned
for MLM task on ILDC dataset. A vari-
ation of the proposed scheme, denoted as,
RoBERTa+CTM+BiLSTM+CRF, has also been
tried. This uses parametric topic model CTM in-
stead of nonparametric topic model HDP, to extract
additional features. Similar variations have been
tried, using BERT (Devlin et al., 2019).

Table 3 gives the results of the different varia-
tions of the proposed scheme obtained on the val-
idation subset. The metric used for evaluation in
this table is Micro-F1 score. Some new variations
of the proposed scheme have been indicated using
the suffix ‘(no FT)’ indicating that the RoBERTa
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model used in these schemes have not been fine-
tuned for the MLM task on ILDC dataset.

The results obtained on the test subset of the
dataset for the proposed scheme are given in Ta-
ble 4. The results were obtained by submission
of generated predictions on the task platform Co-
daLab7. These results are compared with the scores
obtained by the teams securing the first and second
positions on the task leaderboard.

The best performance is observed in case of the
proposed system. It is also observed that adding
HDP features improve the overall performance of
the system. Further, the performance is better in
case of using nonparametric topic model HDP, than
using parametric topic model CTM, for extracting
additional features.

6 Conclusion

This work proposes a system for the task of Rhetor-
ical Role prediction in legal documents which can
be reformulated as a sequential sentence classifi-
cation task. The proposed system combines topic
modeling and RoBERTa to get sentence represen-
tations for each sentence in a document. This is
followed by a BiLSTM layer to get contextualised
sentence representations. The final layer is a CRF
layer which takes into account the dependencies
between labels to generate sequential rhetorical
role predictions for each document. This paper
discusses in the detail the system description of
the proposed scheme, along with the experimental
setup for reproducibility.

The novelty of the proposed approach lies in
the use of topic modeling to augment the sentence
representation. This paper discussed results cor-
responding to different ablations of the proposed
approach. One possible future direction of research
can be to explore other ways to incorporate the
corpus information gained from topic modeling, to
improve the task of sequential sentence classifica-
tion.
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