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Abstract

This paper explores the application of spec-
tral graph theory to the problem of character-
izing linguistically significant classes of tree
structures. As a case study, we focus on three
classes of trees, binary, X–bar, and asymmet-
ric c–command extensional, and show that the
spectral properties of different matrix repre-
sentations of these classes of trees provide in-
sight into the properties that characterize these
classes. More generally, our goal is to provide
another route to understanding the structure of
natural language, one that does not come from
extensive definitions and rules taken by extrap-
olating from the syntactic structure, but instead
is extracted directly from computation on the
syntactically–defined graphical structures.

1 Introduction

In order to explore properties of natural and ar-
tificial language, the choice of representation is
extremely important, as one is constrained to work
within the tools existent for that representation.
Motivated by immediate consituency theory, tree–
structured graphical representations are the over-
whelming favorite of syntacticians, capturing the
multidimensionality inherent in the hierarchical
structures of grammar. Modern graphical represen-
tations of syntax utilize binary trees: rooted tree
graphs where each node branches into 0, 1 or 2 new
nodes.

Syntacticians ask what constraints exist on tree
structures by deriving properties of the acceptable
structure and extrapolating from those potential
rules and axioms governing natural language struc-
tures. All syntactic trees are rooted and downward
branching. The most basic of restrictions syntacti-
cians have imposed on a syntax tree is the branch-
ing factor of the nodes: it is widely assumed that
syntactic trees are binary branching.

XP

SpecXP

. . .

X′

X CompX

. . .

Figure 1: The requisite
underlying structure of a
phrase XP.

Another attempt by
syntacticians to con-
strain permissible tree
structures which ac-
curately model natu-
ral language is X–bar
theory: all phrases
require the template
of XP branching into
specifier SpecXP and
X′, and X′ branching
into head X and com-
plement CompX, as in
Figure 1. SpecXP and
CompX are optional—
if they do not exist, neither do the edges connecting
them to the structure (denoted by the dashed lines).
If they do exist, they themselves have to follow the
same structural guidelines of X–bar theory.

Kayne (1994) develops another restriction on
possible tree structures by means of the Linear Cor-
respondence Axiom (LCA), which states that the
asymmetrical c–command relationship is a strict
linear order (i.e. irreflexive, transitive, and asym-
metric). Well–formed versus ill–formed trees can
then be characterized as a result of the hierarchy
(by way of the LCA and asymmetric c–command).

Frank and Vijay-Shanker (2001) suggest a partial
order defined by a c–command relation as a primi-
tive relation and that which should determine the
hierarchy of syntactic tree structures (as opposed
to dominance, by deriving dominance using the
c–command relation). Frank and Kuminiak (2000)
extended this idea to asymmetric c–command, sug-
gesting that asymmetric c–command is a primitive
relation, defining trees using this relation and ar-
guing that this class is very similar to X–bar trees.
Kuminiak (1999) considers classes of trees that
are uniquely definable by some relation—more
specifically, those that are uniquely defined by their
asymmetric c–command relation, i.e. asymmetric
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c–command extensional (ACC).
Much of the work studying constraints on syn-

tactic structures that accurately reflect properties of
natural language has been done in a vein similar to
the aformentioned work, by way of thinking about
which structures are syntactically valid, and then
attempting to generalize these properties. This pa-
per provides an alternate route, one which directly
studies syntactic classes from a mathematical per-
spective. While many properties are not derivable
directly from the graphical structure, the aformen-
tioned work demonstrates some which are. This
paper explores the three previously–defined classes
of trees—binary, X–bar, and ACC—from the van-
tage point of spectral graph theory.

Spectral graph theory (SGT) maps graphs to
various matrix representations and analyzes spec-
tral properties of these matrices. 1 Simple eigen-
value/eigenvector properties of a graph’s matrix can
be linked to properties of the graph that are often
of high importance to the mathematician/computer
scientist, such as graph–coloring and graph iso-
morphism (Wilf, 1967; Hoffman, 1970; Spielman,
2019; Chung, 1997; Godsil and Royle, 2001).

Researchers explore the distribution of eigenval-
ues of various graphs across the real numbers and
concrete bounds on these distributions. A host of
work explores whether graphs can be determined
or distinguished by their spectra: cf. van Dam and
Haemers (2003), Haemers and Spence (2004).

The notion of a tree has long existed within the
mathematical subfield of graph theory, and trees
have been extensively studied within both graph
theory and spectral graph theory. Jacobs et al.
(2021) study the distribution of eigenvalues of tree
graphs. Dadedzi (2018) analyzes the spectra of var-
ious classes of trees, developing bounds on multi-
plicities of eigenvalues. Work has been done study-
ing the spectrum of k−ary trees, trees where every
non-leaf node has branching factor, i.e. degree, of
k ∈ N, and each leaf has degree 1 (He et al., 2000;
Wang and Xu, 2006).

With respect to linguistic questions, Chowdhury
et al. (2021) demonstrates an application of SGT
to phylogenetic trees involving different graph iso-
morphism techniques. Ortegaray et al. (2021) use
eigenvectors of the Laplacian matrix to detect rela-
tions between various vectors of syntactic parame-
ter values.

1We thus interchangeably refer to the spectra of a matrix
representing a graph as the spectra of the graph.

SGT has not, however, been used to explore
graphical properties of linguistic classes of tree
structures. This paper demonstrates the utility
in doing just that. It presents natural spectral
properties of these trees that distinguish desirable
classes of syntactic structures, exploring the ex-
tent to which these classes can be characterized by
properties of their spectra.

The paper is structured as follows. Section 2 in-
troduces the formal mathematical tools necessary:
graph theory, matrix theory, and spectral graph the-
ory. Section 3 explores spectral properties of the
undirected graphs, before pivoting to those prop-
erties of directed graphs in section 4. Section 5
concludes.

2 Mathematical preliminaries

We present the mathematical notations and con-
cepts of the paper, beginning with graph theory.

2.1 Graph Theory

Formally, we define a graph G = (V (G), E(G)),
where V (G) = {v1, v2, . . . , vn} is a set of n ver-
tices, E(G) = {{va, vb}, . . . , {vp, vq}} is a set of
m edges.2 We often abbreviate this notation to
G = (V,E), and label a set of k nodes with inte-
gers 1 through k. If the edges are undirected, the
edge pair {vi, vj} is unordered, whereas if the edge
is directed, the edge pair is ordered {start, end}.

The degree dv of a vertex v is the number of
edges connected to that node. For directed graphs,
we use outdegree, the number of edges leaving that
node. We denote the set of (out)degrees of a graph
G as D(G). A leaf is a node of degree 1 (or, in the
case of a directed graph, i.e. digraph, outdegree
0). Two adjacent vertices are connected by a single
edge. A quasipendant vertex is a vertex adjacent
to a leaf. A path from some vertex vi to another vj
is the sequence of edges connecting adjacent nodes
between vi and vj . A graph is connected if there is
a path from every node to every other node.

Graphs are often divided into classes. Graphs
in a given class have one or more (often structural)
unifying characteristics. The class of trees is the
class of connected acyclic graphs T = (V,E) de-
fined by the existence of exactly one path connect-
ing any two given vertices v1, v2 ∈ V—that is,
they have no loops. A directed tree is a tree with
directed edges. A rooted tree is a tree for which a

2We follow the presentation of graph theory of Bondy and
Murty (1976).
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specific node has been designated as the root, and
is graphed with this root at the top or bottom. Any
directed tree, i.e. directed acyclic connected graph,
will have a root: the node that has no edges entering
it.

2.2 Spectral Graph Theory
Mathematicians have explored different ways to
represent graphs, outside of the canonical picture of
nodes and edges. Spectral graph theory, exploring
algebraic representations of graphs by mapping
graphs to various matrix representations, provides
an approach to both explore what sorts of graphical
properties (already observable through the graph–
theoretic depiction) can be captured algebraically,
and what new otherwise–unperceived properties
emerge by virtue of the algebraic representation.

Spectral graph theory explores the link between
algebra and graph theory by examining algebraic
properties of matrix representations of graphs and
how they reflect or represent combinatorial proper-
ties of these graphs.3 We construct a mapping from
a graph G = (V,E) to a matrix M ∈ Fn × Fn,
where F is the field over which the entries of M
are defined4 and mij contains information about
vi, vj , or the edge connecting them. Shifting be-
tween two different mathematical representations,
a graph and a matrix, of the same mathematical
object, allows both graphical/combinatorial and
algebraic exploration of this object, permitting dis-
covery of connections across these subfields that
can be used to capture otherwise unascertainable
properties of the graph.

A number of possible matrix representations are
available for graphs, including the adjacency matrix
AG and diagonal matrix DG (McKay, 1977).

Definition 2.1. Given a graph G = (V,E), we
define the entries of the adjacency matrix AG ∈
N|V | × N|V | as follows:

aij =

{
1 if {vi, vj} ∈ E

0 otherwise

In the case of undirected graphs, the adjacency
matrix will be symmetric (as {vi, vj} ∈ E ⇐⇒
{vj , vi} ∈ E), whereas digraphs’ adjacency matri-
ces are not symmetric.

Definition 2.2. GivenG = (V,E), let the diagonal
matrix DG ∈ N|V | × N|V | be defined as:

3Spielman (2019), Chung (1997) and Godsil and Royle
(2001) form the basis of the following discussion.

4In this paper, we deal with the field of real numbers R.

dii =
∑

j∈|V |
1({vi, vj}),

where the indicator function 1({vi, vj}) is 1
when the edge {vi, vj} exists, and 0 otherwise.

These dii values indicate the degree dvi of each
node vi. So intuitively, DG records the degree of
each vi in the ith diagonal.

Given these two matrix representations of a
graph, we can now define the Laplacian.

Definition 2.3. LetG = (V,E) be a graph with ad-
jacency matrix AG and diagonal matrix DG. The
Laplacian is defined as

LG = DG −AG

In the following example, we give an undirected
binary tree with five nodes and construct its adja-
cency, diagonal and Laplacian matrix representa-
tions.

Example 2.4. Consider the undirected rooted bi-
nary tree G = (V,E) with V = {1, 2, 3, 4, 5},
E = {{1, 2}, {1, 3}, {3, 4}, {3, 5}}:

1

2 3

4 5

AG =




0 1 1 0 0
1 0 0 0 0
1 0 0 1 1
0 0 1 0 0
0 0 1 0 0



, DG =




2 0 0 0 0
0 1 0 0 0
0 0 3 0 0
0 0 0 1 0
0 0 0 0 1




LG = DG −AG =




2 −1 −1 0 0
−1 1 0 0 0
−1 0 3 −1 −1
0 0 −1 1 0
0 0 −1 0 1




An (uncommon) variation on the Laplacian, the
signless Laplacian, is also relevant to this paper.

Definition 2.5. LetG = (V,E) be a graph with ad-
jacency matrix AG and diagonal matrix DG. The
signless Laplacian is defined as

L̂G = |LG| = DG +AG

After mapping the graph to a matrix representa-
tion, such as the Laplacian, we have all the tools of
linear algebra at our disposal.
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2.3 Spectral Theory
Spectral graph theory is based in eigentheory, the
theory of eigenvalues and eigenvectors of matrices.
Definition 2.6. A vector ψ ∈ Rn is an eigenvector
of matrix M ∈ Rn × Rn with eigenvalue λ ∈ R if
it is nonzero and if

Mψ = λψ

For any matrix M and vector v (of the proper
dimensions), the product Mv indicates M acting
as a linear transformation via scaling and rotation.
However, for all eigenvalues λ (a scalar) of M
and their corresponding eigenvectors ψ, the equa-
tion Mψ = λψ signals the ψ are those vectors for
which M does not rotate but only scales by a factor
of λ.

A matrix of dimension n has n (not necessar-
ily unique) eigenvalues. We follow the conven-
tion of denoting this set of eigenvalues of a graph
G’s matrix representation MG, known as the spec-
trum of MG, as Λ(MG) = {λ1, ..., λn}, where the
eigenvalues λ1, ..., λn are ordered from smallest
to largest (that is, λ1 ≤ λ2 ≤ ... ≤ λn). The
multiplicity of an eigenvalue λ in the spectrum of
M , denoted µM (λ), is the number of times that λ
occurs. Within Λ(M), an eigenvalue λ with multi-
plicity k is represented as λk.

Obviously any matrix representation of a graph
changes with node labeling, as the node labels de-
termine the position of node information in the
matrix. However, the spectrum is invariant under
permutation of the rows and columns of the ma-
trix, meaning any permutation of the rows and (the
same) columns of M yielding M ′ has the prop-
erty that Λ(M) = Λ(M ′). Thus, the spectrum of
a graph is a useful way to explore properties of
a graph as isomorphic graphs (graphs which are
identical with a relabeling of nodes) have the same
spectrum.

Spectral graph theory explores properties of
these eigenvalues which have been extracted from
the matrix of a graph to uncover combinatorial
properties of the graph.

3 Spectral properties of undirected
syntactic structures

This paper concerns the spectral properties of three
classes of potentially syntactically–relevant graphs:
binary trees, X–bar trees, and ACC trees.

Because the mathematics of undirected trees has
been more widely studied, we begin with studying

syntactic structures as undirected graphs. This ig-
nores a crucial aspect of the tree structure assumed
in linguistics—namely, the presence of a root node,
and the ordered relationship between pairs of nodes
(i.e. dominance). We completely ignore the issue
of precedence among nodes so that trees are en-
coded entirely on the basis of their hierarchical
relationships.

3.1 Generating classes
First, we define the three classes of graphs repre-
senting the three syntactic classes of binary, X–bar
and ACC trees. Let bin_base be the smallest
non–empty binary tree with three nodes, i.e. the
three–noded path graph where dv = 2 for the root
v. Let (Tα, Tβ) ↑ bin_base denote the simultane-
ous substitution of the trees Tα and Tβ into the left
and right leaves of bin_base, respectively. In
what follows, we assume the trees to be unordered.
Bin(n) is the class of all binary (branching)

trees with n = 2k+ 1 nodes defined recursively as

Bin(2k+ 1) =
k−1⋃

i=1

(Tα, Tβ) ↑ bin_base

over Tα ∈ Bin(2i+ 1), Tβ ∈ Bin(2k− 2i− 1),
where T1 is single_node, the single–noded
tree.

Example 3.1. Let Tγ = single_node and Tδ =
bin_base. So Bin(1) = {Tγ}, Bin(3) = {Tδ},
and

Bin(5) = {(Tγ , Tδ) ↑ Tδ, (Tδ, Tγ) ↑ Tδ}

=

{ 1

2 3

4 5

,
1

2 3

4 5

}

Xbar(n) is the class of all X–bar trees with
n = 3k nodes. Define the base xbar tree as the
path graph with three nodes:5

xbar = ({v1, v2, v3}, {{v1, v2}, {v2, v3}}).

Define two new substitution operations specific
to this syntactic class, Tχ ↑∗spec xbar and Tχ ↑∗comp

xbar as inserting Tχ into the specifier or comple-
mentizer of the base xbar tree by connecting the
root of Tχ to the top/root (XP) node or middle
(X′) node of xbar, respectively, with a new edge.

5This can be understood from Figure 1 as the path with
nodes XP, X′, and X. As SpecXP and CompX are both empty,
the edges denoted by dashed lines in 1 are also absent.
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We denote by (Tχ, Tρ) ↑∗ xbar the simultaneous
insertion of Tχ and Tρ into the specifier and com-
plementizer, respectively, of xbar.

Xbar(3k) =
k−1⋃

i=1

(Ti, Tj) ↑∗ xbar

for Ti ∈ Xbar(3i), Tj ∈ Xbar(3(k− i)).

Example 3.2. Xbar(3) = {xbar} and

Xbar(6) = {xbar ↑∗spec xbar, xbar ↑∗comp xbar}

=

{ 1

2

3

4

5

6

,

1

2

3 4

5

6

}

The natural interpretation of these are a single
XP with a specifier of a single XP, and no com-
plementizer, and a single XP containing a single
complementizer of a single XP, and no specifier.

As presented by Kuminiak (1999), the asym-
metric c–command extensional trees (i.e. those
uniquely determined by their asymmetric c–
command relation) can be generated by two types
of insertion.

1. Add: Add two non–branching quasipendant
vertices to any leaf.

l

−→ l

2 3

4 5

2. Replace: For any nonbranching quasipendant
node k, replace k with the five–noded struc-
ture below, with or without the left leaf node
(4), i.e.

k

l

−→
1

2 3

4 5

Then we can define the class ACC. Note we in-
dex families of trees from this class with number of
insertions, as opposed to the number–of–node in-
dexing we used previously, because each operation
adds a variable number of nodes to the graph. We

specify performing the Add (1) or Replace (2) op-
erations at leaf node l (or in the case of the Replace
operation (2), at l’s quasipendant vertex, removing
l altogether) as as Tα ↑ml Tβ , where T0 is the empty
tree, as

ACC(k) =

k⋃

i=0

Tα ↑ml Tβ

for Tα ∈ ACC(i), Tβ ∈ ACC(k− i), l ∈
L(Tj),m ∈ {1, 2}.

Finally, we note a simple but important fact
about the three defined classes.

Proposition 3.3. For n > 3, the three classes are
disjoint.

When looking at the spectra of large trees from
the three classes, this idea is useful in that it guar-
antees that the three tree sets are non–overlapping.
So, it would be important for the spectra to reflect
this fact.

3.2 Spectra of the three classes
It is known that the signless Laplacian spectrum
and the Laplacian spectrum are identical for bipar-
tite graphs (Abdian et al., 2018).6 We additionally
note that the magnitude of the eigenvectors of LG

and L̂G are equal—the only difference stems from
differences in sign in some of the entries of the
vectors. Thus, we have the following proposition.

Proposition 3.4. For any undirected rooted tree
graph T = (V,E) where T ∈ BIN, XBAR, or ACC,

Λ(LG) = Λ(L̂G).

Further, the eigenvectors of LG and L̂G are identi-
cal modulo sign.

Now, we compare the spectra of the three classes
of syntactic graphs by randomly generating three
equal–sized sets (corresponding to the three syntac-
tic classes) of high–dimensional7 n–noded graphs,
map them each to a matrix representation of di-
mension n, and graph their spectra in order of in-
creasing value according to their percentile rank
with the coordinates (i · 100n , λi).The trees are high–
dimensional so the shape of the spectra is visible.

Each of the three graphs in Figure 2 demonstrate
that each syntactic class has a unique spectrum dis-
tinct from the others: binary trees have the highest

6As such, the graph of L̂G is omitted from this paper.
7We use “dimensional" to refer to the number of nodes in

the graph, as the number of nodes in a graph corresponds to
the number of dimensions of its matrix representations.
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multiplicity of eigenvalues 0 and 1, followed by
X–bar trees, while ACC trees are smoothest.

There are a couple of facts that help analyze
the distribution of the spectrum. Let l(T ) be the
number of leaves of a given tree, and q(T ) be the
number of quasipendant vertices.

Corollary 3.5 (Nosal, 1970; Smith, 1970;
Cvetkovic et al., 1980 p. 258.8). The multiplic-
ity of the eigenvalue 0 in the adjacency spectrum
of a tree T is at least l(T )− q(T ).

The same fact can be said of the eigenvalue 1 in
the Laplacian spectrum:

Corollary 3.6 (Nosal, 1970; Smith, 1970;
Cvetkovic et al., 1980 p. 258). The multiplicity
of the eigenvalue 1 in the Laplacian spectrum of a
tree T is at least l(T )− q(T ).

It turns out that the multiplicity of eigenvalue 1
in the Laplacian spectrum, µL(1), is a tight lower
bound for all three classes. For the binary trees, ex-
perimentation with randomly generated trees points
to the number l(T )− q(T ) as either exactly µL(1),
or 1 or 2 less than µL(1).9 The few trees T gen-
erated experimentally whose multiplicity of eigen-
value 1 in the Laplacian is not equal to l(T )− q(T )
share in common having a maximal full binary tree
subgraph—that is, it is symmetric and every leaf at
a given depth branches until the lowest level. This
is stated in the following conjecture.

Conjecture 3.7. For any rooted binary tree T =
(V,E) with |V | = n, µLT

(1) = l(T )−q(T ) unless
there is some subgraph U of T where, given the
maximum possible k where n > 2k − 1, U is a full
binary tree of size 2k − 1 or 2k−1 − 1. In this case,
l(T )− q(T ) + 1 ≤ µLT

(1) ≤ l(T )− q(T ) + 2.

On the other hand, with respect to the XBAR and
ACC trees, l(T ) = q(T ) (every quasipendant vertex
branches exactly once), and thus l(T )− q(T ) = 0.
Experimentation has shown that µLT

(1) = 1 for
all T ∈ XBAR(n) ∪ ACC(m), meaning that

µLT
(1) = l(T )− q(T ) + 1

for every tree in this class.
So for all three syntactic classes, the lower bound

provided by Corollary 3.6 is extremely tight.
We can directly connect this to the syntactic con-

straints from which we defined these graphs. From
8Useful discussion provided by Dadedzi (2018).
9This is significant given that these trees have over 500

nodes (and subsequently, ove 500 eigenvalues), and yet the
multiplicity of eigenvalue 1 is so close to exactly the quantity
l(T )− q(T ).

Figure 2: The adjacency and Laplacian spectra of a
random sample of 50 trees from each of the three classes
Bin(501), Xbar(501), ACC(170).

the graphical/syntactic perspective, the multiplicity
of the eigenvalue 1 in the Laplacian spectrum of
these trees indicates an integral part of the syntactic
classes’ distinction: whether or not the syntactic
constraints mandate binary branching at quasipen-
dent vertices.

It is known that eigenvalues with high multiplic-
ity within the spectrum of a graph can indicate the
existence of a motif, i.e. repeated subgraph, in the
graph (Banerjee and Jost, 2009). Recall that Corol-
lary 3.6 linked the multiplicity of eigenvalue 1 in
the Laplacian spectra of binary tree graphs to the
number of quasipendant vertices branching into
two leaves. We can then reframe the discussion
around Corollary 3.6 as µL(1) in binary tree graph
spectra being potentially indicative of the motif
bin_base at the leaves of the binary trees.

We now move to discussing the general shape of
the eigenvalue graphs and explore potential reasons
the spectral graphs preserve class distinctions.

He et al. (2000) observe that the Laplacian spec-
trum of k−ary trees resemble a Cantor step func-
tion. The binary branching trees are 3−ary trees
for all non–leaf nodes except the central/root node

204



branching 2 = k−1 times, so this substantiates the
observation that the Laplacian spectrum of the class
Bin(501) resembles the Cantor step function.

The Cauchy Interlacing Theorem describes prop-
erties of spectrum of submatrices of matrices in
relation to the matrix, and can be used to under-
stand properties of the spectrum of subgraphs of
graphs as a function of the graph.

Theorem 3.8 (Cauchy Interlacing Theorem,
Haemers, 1995). Let A be an n× n hermitian ma-
trix (i.e. A = A

T : it is equal to its conjugate trans-
pose, which is true for any symmetric matrix over
the field R) with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn,
and B be an m×m submatrix obtained from A by
deleting n−m rows and columns of the same index.
Suppose B has eigenvalues β1 ≥ β2 ≥ · · · ≥ βm,
then

λi ≥ βi ≥ λn−m+i, for i = {1, 2, . . . ,m}.

In other words, the eigenvalues of any subma-
trix of a matrix (where the submatrix is formed by
deleting corresponding rows and columns) are in-
terleaved with the eigenvalues of the matrix. Thus,
we can generalize this to adjacency matrices of
graphs. 10

Proposition 3.9. Let G = (V,E) be a graph
with |V | = n, adjacency matrix AG and cor-
responding spectra Λ(AG) = {λ1, λ2, . . . , λn}.
Let H = (V ′, E′) be a subgraph of G with
|V ′| = m, adjacency AH and spectrum Λ(AH) =
{µ1, µ2, . . . , µm}. Then

λi ≥ µi ≥ λn−m+i, for i = {1, 2, . . . ,m}.

So the eigenvalues of the adjacency matrix of any
subgraph of a graph should be interleaved with the
eigenvalues of the adjacency matrix of that graph.
Recalling that these trees are built off of recur-
sively combining smaller subtrees, this helps give
intuition towards the consistent distinctness of the
spectra as you increase the size of the tree—given
a large tree, the eigenvalues of a subtree of it are
distributed amongst the eigenvalues of the tree, pre-
serving the shape, so inductively this is true as you
decrease the size of the tree.

10Laplacian matrices are more difficult, as the Laplacian of
a subgraph of a graph is not immediately a submatrix of the
Laplacian of the graph: deleting rows and columns results in
a decrease of the degrees reported along the diagonal.

4 Spectral properties of directed syntactic
structures

We now consider what happens when we incorpo-
rate more traditional assumptions concerning syn-
tactic structure and represent syntactic structures
as directed graphs. As above, we explore the spec-
tra of the three classes BIN, XBAR, and ACC as
digraphs. Consider the following tree in Bin(5)
from example 2.4 but with directed edges.

Example 4.1. The directed rooted binary tree
G = (V,E) where V = {1, 2, 3, 4, 5}, E =
{{1, 2}, {1, 3}, {3, 4}, {3, 5}}:

1

2 3

4 5

First, as in Example 2.4, we calculate the Lapla-
cian of the above digraph.

Example 4.2. Let G = (V,E) be given as in ex-
ample 4.1.11 Then

LG = DG −AG =




2 −1 −1 0 0
0 0 0 0 0
0 0 2 −1 −1
0 0 0 0 0
0 0 0 0 0




Observe that both AG and LG are upper triangu-
lar matrices–that is, all the entries below the diago-
nal are 0. In fact, AG is strictly upper-triangular,
as its diagonal too is all 0.12 We state the following
well–known fact about upper triangular matrices.

Proposition 4.3. Let M ∈ Rn × Rn be an upper
triangular matrix. Then its eigenvalues are the
diagonal entries of the matrix.

The following is derived from Proposition 4.3.13

Proposition 4.4. Let M be an n× n strictly upper
triangular matrix. Then it has one distinct eigen-
value 0 with µM (0) = n.

11Note that we say a directed edge {vi, vj} exists if there
is an edge from vi to vj , and not vice–versa, and recall that
the degrees of the nodes here are calculated by using the
outdegree.

12These graphs are acyclic and thus loopless, so there is
never an edge {vi, vi} from a vertex to itself.

13Note that Proposition 4.4 can also be derived by the fact
that a strictly upper triangular matrix is nilpotent, i.e. for a
nilpotent n × n matrix N there exists a k ∈ N such that
Nk = 0, the n × n zero matrix. It is a well–known fact
that all nilpotent matrices have spectra containing one unique
eigenvalue, 0 (with multiplicity equal to the dimension of the
matrix).
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So we can calculate the eigenvalues of these
matrices simply by extracting their diagonal entries.
Thus, Λ(AG) = {05} and Λ(LG) = {03, 22}.

This leads us to the following theorem.14

Theorem 4.5. Given a rooted tree digraph T =
(V,E) where |V | = n, the spectrum of its adja-
cency matrix AT is {0n} and the spectrum of its
Laplacian matrix LT is equal to the outdegree of
each of its nodes (in particular, µLT

(0) = l(T )).
That is,

Λ(AT ) = {0n} and Λ(LT ) = D(T ).

So for any rooted tree digraph, we need only
track of the outdegree of each node in order to
know the spectrum of its Laplacian. Then we have
the following.

Theorem 4.6. Let T = (V,E) be a directed bi-
nary tree with |V | = n. Then the spectrum of its
Laplacian is Λ(LT ) = {0n+1

2 , 2
n−1
2 }.

Next, we state analogous theorems for XBAR and
ACC. The proofs are left to the reader—factors to
consider are included in the proof of the previous
theorem.

Theorem 4.7. Let G = (V,E) be an X–bar tree
with |V | = n. Then the spectrum of its Laplacian
is Λ(LG) = {0n

3 , 1
n
3
+1, 2

n
3
−1}.

Theorem 4.8. Let T = (V,E) ∈ ACC(m) with
|V | = n. Then Λ(LT ) = {0m+1, 1n−(2m+1), 2m}.

Given the important role that the spectrum of a
graph plays in determining what class it falls in,
we might ask the question of whether the spectrum
uniquely determines a specific graphGmodulo ver-
tex relabeling. For the case of the spectrum of the
Laplacian of a directed tree (where the eigenvalues
are the degrees) the answer is no, as the following
example illustrates.

Example 4.9. Consider the following graphs.

Tree Tα: Tree Tβ:

Tα, Tβ ∈ Bin(7),D(Tα) = D(Tβ), but Tα ̸= Tβ .

On the other hand, does the spectra of the Lapla-
cian of these families of graphs, i.e. the outdegrees

14All proofs are contained in the appendix.

of the nodes, uniquely determine whether a tree
belongs to a specific syntactic class? The answer is
yes with respect to any family of binary trees—in
fact, in general for any n–ary trees (where each
node has outdegree of either n or 0).

Proposition 4.10. Let Tn be a family of n − ary
trees, where every non–leaf has an outdegree of
n. For total number of nodes N in the tree T ,
Λ(T ) = {0N+1

n , n
N−1
n } if and only if T ∈ Tn.

This does not hold for any class non–n–ary trees,
i.e. any tree with more than two distinct outdegrees.
Whenever more than one non-zero branching factor
is allowed, spectral uniqueness is lost.15

For instance, XBAR and ACC, two examples
of tree families with three distinct eigenval-
ues/outdegrees (0, 1 and 2), are not uniquely de-
fined by their outdegrees/spectra.

Example 4.11. Consider the following graphs.

Tree Tα: Tree Tβ:

It is clear that Tα ∈ XBAR(12), Tβ ∈ ACC(3),
while Tβ /∈ XBAR(12), Tα /∈ ACC(3). However,
Λ(Tα) = D(Tα) = D(Tβ) = Λ(Tβ). So although
Tα and Tβ are members of distinct syntactic classes,
their Laplacian spectra are identical.

Though the spectra of a rooted tree digraph does
not definitively classify it to a particular syntactic
class (besides n–ary trees), we can say something
interesting about spectra of graphs in tree languages
generated by (directed) regular tree grammars.

Definition 4.12. A regular tree grammar is a tuple
G = (N,Σ, R, S). N is a finite set of nonterminals
and Σ is a ranked alphabet of terminals such that
Σ ∩N =, S ∈ N is the initial nonterminal, and R
is a finite set of rules of the form A→ t with A ∈
N and t ∈ TΣ(N). The tree language generated
by G, denoted L(G), is defined as L(H) where H
is the context–free grammar (N,Σ ∪ {[, ]}, R, S).

15Given any tree with at least two nodes with distinct,
nonzero branching numbers, you can swap their location
(along with the subtrees that they each are the root of) in
the tree and come up with a new, distinct tree from the original
with the same spectrum.
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Assuming that the graphs t ∈ TΣ(N) compris-
ing the right side of the rules are directed, we can
state the following theorem.

Theorem 4.13. Suppose G = (N,Σ, R, S) is a
(directed) regular tree grammar. Define the set
of outdegrees of any rule A → t ∈ R for t ∈
TΣ(N), OD(A), as the set of outdegrees of the
graph structure t excluding any nodes labeled by
nonterminals. Then the spectrum of any tree T ∈
L(G) generated by G is the union of the spectra of
the rules used to generate T , i.e. the union of the
set of outdegrees of each rule. So, for R(T ) as the
set of rules applied to generate T ,

Λ(LT ) =
⋃

R∈R(T )

OD(R)

In other words, one can directly compute the
spectrum of a tree T generated by a directed regu-
lar tree grammar by simply taking the union of the
outdegrees of the rules used to generate T (exclud-
ing any nonterminals, which end up being replaced
by nodes of graphs of other rules).

Thus far, our discussion has been focused on the
eigenvalues of a matrix representation of a graph.
Included in the set of spectral properties of a matrix
are its eigenvectors. We now briefly consider the
eigenvectors of matrix representations of the syn-
tactic classes we have concerned ourselves with.

With respect to adjacency, Laplacian and sign-
less Laplacian matrix representations, the eigenvec-
tors of all three undirected graph classes all contain
both positive and negative signed entries. In com-
parison, for the directed versions of all of these tree
graphs, there is an eigenvector for each eigenvalue
whose non–zero entries are all the same sign.16

Theorem 4.14. For any directed rooted tree graph
T = (V,E) where T ∈ BIN, XBAR, or ACC, for ev-
ery eigenvalue λ of LT there exists an eigenvector
ψ such that every entry of ψ has the same sign.

5 Conclusion

This paper presents a novel way to explore dif-
ferences in syntactic structure. We give the first
results connecting properties of spectra to syntacti-
cally relevant classes of trees. The case study in this
paper considers three specific classes of tree struc-
tures and shows structural syntactic differences are

16As eigenvectors define a linear space, each eigenvector
defines a set of all multiples of that eigenvector by all real
numbers. So this is equivalent to saying an eigenvector’s
entries do not change signs.

perceivable at the spectral level, with a variety of
properties of these trees (which class they belong
to, whether they are directed or undirected, etc.)
reflected in the spectra and eigenvectors.

At present, we have only considered a limited
set of syntactic classes. This leaves a wide variety
of other potentially syntactically relevant graphs,
including those that limit leftward branching, or
non-tree structure graphs allowing multidominance.
Our results leave open further exploration of other
classes of trees that are uniquely characterized by
the spectra of directed or undirected graphs. We
leave this for future work.

One especially exciting result in the current work
concerns the degree to which spectra of a class can
be derived from a regular tree grammar that gen-
erates the class. Just as the Parikh mappings of
strings can be derived from the underlying string
CFG, so too can the Laplacian spectra of directed
syntactic tree graphs be derived from the underly-
ing graph rules. We leave it as an open question to
look at richer classes of tree grammars and alterna-
tive matrix representations.

Our motivation in this work is to identify novel
mathematical tools with which we can look beneath
surface representations of linguistic structures and
explore more fundamental features of their linguis-
tic essence. The current work has utilized spectral
graph theory as one mathematical tool to do just
this, examining the reflection of certain syntactic
features and properties in the spectra. This paper
demonstrates SGT is a way to peel back the sur-
face combinatorial graphical structure we see, and
attempt to understand deeper, more inherent fea-
tures of the syntactic structures. The goal of future
work would be to take this one step further—not
only understanding the ways in which spectra can
reflect syntactically relevant properties, but further
developing the spectral studies of these graphs in
order to use the spectra to identify fundamental
properties about syntactic structure that are inac-
cessible or hidden from view based on the surface
combinatorial structure of these graphs.
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A Appendix: Proofs of Theorems

Theorem 4.5. Given a rooted tree digraph T =
(V,E) where |V | = n, the spectrum of its adja-
cency matrix AT is {0n} and the spectrum of its
Laplacian matrix LT is equal to the outdegree of
each of its nodes (in particular, µLT

(0) = l(T )).
That is,

Λ(AT ) = {0n} and Λ(LT ) = D(T ).

Proof of Theorem 4.5. Suppose T = (V,E) is a
rooted tree digraph with |V | = n. There ex-
ists an enumeration of the vertices such that i =
e(vi) ≤ e(vj) = j for natural numbers i, j iff vi
is the parent of vj . Then, for all directed edges
{vi, vj}, i ≤ j. As (i, j) corresponds to the indices
of the adjacency matrix AT of G, this yields a
strictly upper-triangular adjacency matrix AT : all
edges from i to j will set aij = 1, above the diago-
nal, and aji = 0, below the diagonal.17

Given that the adjacency matrix is strictly upper
triangular, its spectrum is

Λ(AT ) = {0n}

.
The diagonal entries of the Laplacian are deter-

mined by DG, which correspond to the outdegree
17As there are no self-loops in G, meaning no edges

{vi, vi} for all i ≤ n, aii = 0 for all i ≤ n.
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of each of the n nodes. LG is upper triangular:
LG = DG − AG.18 Thus, by Proposition 4.3, the
eigenvalues of LG are equal to the diagonal DG,
which is the outdegree of each of the n nodes.

Theorem 4.6. Let T = (V,E) be a directed bi-
nary tree with |V | = n. Then the spectrum of its
Laplacian is Λ(LT ) = {0n+1

2 , 2
n−1
2 }.

Proof of Theorem 4.6. We can think about a given
binary tree as a construction starting with the small-
est possible binary tree, the 3–noded binary tree,
and then recursively substituting that same binary
tree with 3 vertices to the leaves of the first tree.
Any binary tree with n = 2k + 1 vertices can
be constructed by inserting (n − 3)/2 copies of
this base binary tree, root–to–leaf (i.e. the root of
the tree being inserted inserts into one of the cur-
rent leaves) including the initial starting tree, or
(n− 1)/2 copies of the base binary tree total.

We prove this by induction. For k = 1 with
n = 3 we have T3 = bin_base, which has
one outdegree of 2 (the root/branching node) and
two outdegrees of 0 (the leaves). So Λ(T3) =

{02, 22} = {0 3+1
2 , 2

3−1
2 } = {0n+1

2 , 2
n−1
2 }.

Suppose we have performed k−2 insertions into
this tree T2k−1 (for a total of k − 1 copies of the
binary tree). At each insertion of a new base binary
tree T3 to one of the leaves of the current binary
tree, two additional nodes are gained. The first
tree T3 begins with 3 nodes, and each subsequent
insertion of a new copy of T3 yields two more
nodes (inserting root-to-leaf does not add a count
to the node with the root node, but it does with the
two new leaves). So n = |V | = 2(k − 1) + 1 =

2k − 1. Assume Λ(T2k−1) = {0n+1
2 , 2

n−1
2 } =

{0 2k−1+1
2 , 2

2k−1−1
2 } = {0k, 2k−1}.

To construct Tk, we insert a new copy of the base
tree T3 to one of the leaves of T2k−1. This insertion
forces that leaf to branch, turning its outdegree
from 0 to 2, and then adds two new outdegrees of
0, the two new leaves, resulting in a net gain of
one leaf. We have gained one node with outdegree
2, the formerly-leaf-turned-binary-branch. Thus,
the insertion of a copy of T3 into T2k−1 has a net
degree gain of one 2-degree and one 0-degree. Note
the total number of nodes here is two more than

18Both DG and AG are upper triangular, and the
sum/difference of two upper triangular matrices is upper trian-
gular.

2k − 1, 2k + 1. Thus

Λ(T2k+1) = {0k+1, 2k−1+1} = {0k+1, 2k}

= {0 2k+2
2 , 2

2k
2 } = {0

(2k+1)+1
2 , 2

(2k+1)−1
2 }

= {0n+1
2 , 2

n−1
2 }.

The proof of the class XBAR is identical in struc-
ture: we only need observe that substituting xbar
to the specifier or complementizer positions adds
three nodes to the graph (as we create a new edge)
and increases the node counts by one new outde-
gree 2, one outdegree of 1 and one outdegree of
0.

To prove the case of ACC, we are forced to con-
sider the multiplicity of eigenvalues as a function
of both the number of insertions and the number of
nodes. This is due to the variability in the number
of nodes gained through each different operation.
Operation (1) above creating the five–noded struc-
ture results in a net gain of one outdegree 0, two
outdegrees of 1, and one outdegree of 2. Operation
(2), replacing the quasipendant node and its leaf
with the four– or five–noded structure results in a
net gain of one outdegree 0, one outdegree of 1,
and one outdegree of 2 or one outdegree 0 and one
outdegree 2. This optionality of which structure
you insert, as well as the ambiguity of indexing
this class by number of insertions as opposed to
node number (for this very reason) results in the
variation of multiplicity of eigenvalue 1.

Proposition 4.10. Let Tn be a family of n − ary
trees, where every non–leaf has an outdegree of
n. For total number of nodes N in the tree T ,
Λ(T ) = {0N+1

n , n
N−1
n } if and only if T ∈ Tn.

Proof of Proposition 4.10. Given an n−ary rooted
directed tree T = (V,E) with |V | = n, any non–
leaf branches exactly n times by definition. So
every node either has n children or is a leaf. Thus
by Theorem 4.5, Λ(Tn) = {0N+1

n , n
N−1
n }.

On the other hand, suppose we are given a
rooted tree digraph T = (V,E) with spectrum
Λ(T ) = {0N+1

n , n
N−1
n } for N nodes and n ∈ N.

Since any rooted tree digraph has eigenvalues cor-
responding directly to its outdegrees means (by
Theorem 4.5) T must have N+1

n leaves and N−1
n

nodes with outdegree n. Thus T ∈ Tn.
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Theorem 4.14. For any directed rooted tree graph
T = (V,E) where T ∈ BIN, XBAR, or ACC, for ev-
ery eigenvalue λ of LT there exists an eigenvector
ψ such that every entry of ψ has the same sign.

Proof of Theorem 4.14. Recall that an eigenvector
of any matrix is, by definition 2.6, nonzero. We
provide the intuition behind the class BIN, as the
other two are similar.

Let T = (V,E) where T ∈ BIN(n) is a directed
rooted tree graph where n = 2k + 1 for some
k ∈ N. We know the Laplacian LT is upper trian-
gular. It will have k + 1 rows/columns of zeros,
corresponding to each of the k + 1 leaves.As each
binary tree with n = 2k + 1 nodes has k binary–
branching nodes, LT has k rows/columns with 2 on
the diagonal (i, i) and two entries of −1, at (i, j1)
and (i, j2), where j1, j2 > i. For any (nonzero)
eigenvector

ψ = [ψ1, ψ2, . . . , ψn]
T

where

LTψ = λψ,

the zero rows of LT indexed by integers
l1, l2, . . . , lk+1 give rise to k + 1 equations of the
form

0 = λψli .

On the other hand, the k nonzero rows give rise
to equations of the form

2ψi − ψi+c − ψi+c+d = λψi

for nonzero numbers c, d ∈ N.
It is useful in building intuition to connect the

occurrences of each ψi ∈ ψ in the system of equa-
tions given by the equation

LTψ = λψ

to the behavior of the node in the graph enumerated
with label i.

Let L be the set of integers corresponding to the
labels of the leaves of the tree. For all l ∈ L, ψl

exists as a variable with coefficient −1 in exactly
one equation of the second form, that is,

2ψi − ψj − ψl = λψi,

as every leaf node necessarily is connected to one
binary–branching node, as well as in one equation
of the first form,

0 = λψl.

Every non–leaf, non–root node with label m exists
in two equations, both of the second form: one with
coefficient 2, that is,

2ψm − ψi − ψj = λψm,

and one with the coefficient −1,

2ψi − ψj − ψm = λψi.

The root node r exists in exactly one equation,
the equation of the second form, with coefficient 2:

2ψr − ψi − ψj = λψr.

In what follows, we assume the matrix has been
permuted into the form of the first k rows being the
nonzero rows, that is, 2 in the diagonal followed
later in the row with two entries of −1 (i.e. the
rows corresponding to the binary–branching nodes)
and then k + 1 rows of zeros. Schematically, the
matrix is of the form:

A =




2 a12 . . . a1n

0
. . . . . .

...
2 ak,(k+1) . . . ak,n

...
. . . 0 . . . 0

. . .
...

0 . . . 0 0




A is not only an upper triangular matrix, but also
the last k + 1 rows is an all–zeros rectangle of
dimension (k + 1)× n.

There are two categories of eigenvectors, those
which pertain to eigenvalue 2 and those pertaining
to eigenvalue 0.

Case 1: Suppose λ = 2.
Then there are k + 1 equations of the form

0 = 2ψli ,

yielding
ψli = 0.

By the form of the vector above, the final nonzero
row of the matrix LT , row k, with a 2 in position
(k, k), gives the equation

2ψk − ψj1 − ψj2 = 2ψk

will subsequently have

ψj1 = ψj2 = 0.
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Intuitively, we can understand this row as repre-
senting a binary–branching node in the tree which
branches into two non–branching leaf nodes. There
is, necessarily, at least one of these existing in any
given tree. Then this results in

2ψk − 0− 0 = 2ψk,

yielding ψk being a free variable (where k is not
the label of the root node, assuming k > 1, that is,
2k + 1 > 3).

It is necessary for ψk = 0, and subsequently for
ψj = 0, in the second equation containing ψk,

2ψh − ψk − ψj = 2ψh.

For the leaf nodes, then, it is easy to see that the
fact that for every l ∈ L, ψl = 0 results in free
variables for the k binary–branching nodes, which
all exist in a second equation with coefficient −1,
except for the root node. The reader can verify
that then for every ψi in at least two equations, that
is, every entry of the eigenvector except for the
first (which correlates to the root node and is only
in equations of the second form with coefficient
2), ψi = 0. As eigenvectors must be nonzero,
then, this first entry must assume a nonzero value.
So every eigenvector of eigenvalue 2 must have
eigenvector of the form c · e1 for the first basis
vector e1 and c ∈ R. As 2 has multiplicity k, there
are k eigenvectors of this form.

Case 2: Suppose λ = 0.
Then equations of the first form are

0 = 0ψl

and the second form are

2ψk − ψj1 − ψj2 = 0.

This means that every l ∈ L, ψl becomes a free
variable. The reader can verify that in order for a
given eigenvector to have all entries of either the
same sign or 0, exactly one ψl can be nonzero. Not
only this, but for ψ1 = c for c ∈ R and root with
label 1, for each node i on the path from root to
leaf l with nonzero ψl,

ψi = 2mc

for m being the length of the path from root to i.
This comes from the equations of the second form

2ψk − ψj1 − ψj2 = 0

as, without loss of generality, if j1, j2 ∈ L and
ψj1 = 0,19 then

2ψk = ψj2 .

Each nonzero entry of a given eigenvector thus
corresponds to the labels of nodes which form a
directed path from root to leaf for a chosen nonzero
ψl corresponding to label of a leaf l.

Therefore, each of the k + 1 eigenvectors of
eigenvalue 0 correspond to each possible nonzero
choice of ψl for l ∈ L, and each of these eigenvec-
tors have nonzero entries ψi for every label i on the
path from the root to l for the given nonzero ψl.

In the case where T ∈ XBAR(n) or T ∈ ACC(k),
note that we have the additional row/column case
where there is 1 in the diagonal and thus nonzero,
non–two rows are of the form ψi − ψi+c = 1ψi,
yielding ψi as a free variable and ψi+c = 0.

19The case where both ψj1 = ψj2 = 0 results in ψk = 0,
which percolates into the equation where ψk has coefficient
−1 and the same scenario is repeated.

211


