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Abstract

Online reviews have become critical in inform-
ing purchasing decisions, making the detection
of fake reviews a crucial challenge to tackle.
Many different Machine Learning based solu-
tions have been proposed, using various data
representations such as n-grams or document
embeddings. In this paper, we first explore
the effectiveness of different data representa-
tions, including emotion, document embedding,
n-grams, and noun phrases in embedding for-
mat, for fake reviews detection. We evaluate
these representations with various state-of-the-
art deep learning models, such as a BILSTM,
LSTM, GRU, CNN, and MLP. Following this,
we propose to incorporate different data repre-
sentations and classification models using early
and late data fusion techniques in order to im-
prove the prediction performance. The exper-
iments are conducted on four datasets: Hotel,
Restaurant, Amazon, and Yelp. The results
demonstrate that a combination of different
data representations significantly outperforms
any single data representation.

1 Introduction

The internet has become an essential tool for peo-
ple in their daily lives, serving not only for work-
related purposes but also personal entertainment,
particularly in searching for products or services.
Traditional methods of promoting businesses have
become outdated, with social media and online mar-
keting emerging as more efficient ways to engage
with customers globally. As a result, organizations
and businesses compete to persuade people to pur-
chase or use their products or services, sometimes
resorting to negative practices such as promoting
fake reviews.

These biased, manipulated and misleading ac-
tivities impact both customers and businesses, as
prospective buyers rely on online user-generated re-
views to make informed purchasing decisions and
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gain insights from others’ experiences with prod-
ucts or services of their interest. Meanwhile, busi-
nesses depend on reviews for valuable feedback
and maintaining a positive reputation. The pres-
ence of inauthentic and low-quality reviews raises
concerns about their trustworthiness and poses chal-
lenges for consumers and businesses in the digital
marketplace.

Malicious users frequently post fake reviews
(FRs) to deceive customers by promoting or de-
moting products or specific retailers intentionally.
FR authors may manipulate customer choices in fa-
vor of companies they are affiliated with or against
competitors, making FRs a lucrative business. Ac-
cording to a Harvard Business School report (Luca
and Zervas, 2016), the percentage of fake reviews
on Yelp increased from 5% in 2006 to 20% in 2013,
making detecting FRs a crucial challenge to tackle.

Unlike traditional text analytics, which focuses
on domains such as labeling news stories or group-
ing disease reports based on severity, FR mitigation
methods directly confront FR authors’ intentions,
resulting in a unique gamification dynamic. This
requires data-driven FR solutions to rely on more
general or higher-level data representations instead
of simple lexical ones based on words, phrases, and
sentences. FR filters using higher-level, generic
features are expected to be more robust and resis-
tant to straightforward workarounds by FR authors,
such as word and phrase replacements. Moreover,
higher-level features may display limited volatil-
ity across domains, making FR detection methods
based on them more adaptable across different do-
mains.

In this study, we present a comprehensive assess-
ment of different data representations constructed
using embeddings for the critical task of detecting
FRs. Our analysis delves into the exploration of a
range of deep learning models, as well as the appli-
cation of various data fusion techniques, in order
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to develop an effective approach to combating FR
problem. The central emphasis of our study is on
the utilization of different data representations to
enhance performance of our detection methods. To
ensure the validity and reliability of our findings,
we implement and analyze four distinct datasets,
each specifically designed for the purpose of de-
tecting FR in the digital landscape.

2 Related Work

FR detection was first introduced by Jindal and
Liu (2008), who explain that people are influenced
by reading reviews, which affects their purchasing
decisions. They categorize FR into three types:
untruthful reviews, brand reviews, and non-reviews.
The problem of automated FR detection gained a
lot of attention in recent years. Various solutions
using different data representations with different
machine learning learning algorithms have been
explored.

Wang et al. (2018) studied n-gram combinations
and test Naive Bayes (NB) and Support Vector Ma-
chine (SVM) classifiers on the Yelp dataset. Bathla
et al. (2022) suggested extracting noun phrases for
fake review detection, arguing that spammers of-
ten modify aspect sentiments due to their limited
product knowledge. In recent years, word and doc-
ument embeddings have gained popularity as data
representations for FR detection (Hajek et al., 2020;
Javed et al., 2021; Taneja and Kaur, 2021). Hajek
et al. (2020) proposed combining bag-of-words,
emotion, and word embeddings representations for
document and sentence-level representations.

Some work explored ensemble learning methods
for detecting FR in recent years. Javed et al. (2021)
proposed an ensemble learning framework that re-
lied on three different models trained (CNN tex-
tual, CNN non-textual, CNN behavioral). Taneja
and Kaur (2021) focused on fake feedback detec-
tion with ensemble classification, training three
different classifiers using the labeled CloudArmor
dataset and combining their results using the soft
voting ensemble method. Gutierrez-Espinoza et al.
(2020) employed three ensemble learning tech-
niques (Boosting, Bagging, and Stacking) with four
different classifiers on their “Restaurant Dataset”.

While many studies explored different data repre-
sentations, to our knowledge, no study uses various
embedding data representations such as document-
level, n-grams, emotion, and noun phrases embed-
ding for FR detection and also in combination with
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different machine learning algorithms. We hypothe-
sise that different data representations provide com-
plementary information and hence combining them
can improve the FR detection process. We explore
different data fusion approaches including early
fusion performed via data concatenation and late
fusion with application of ensemble learning tech-
niques. Ensemble learning allows to combine the
predictions of different models to reduce the impact
of individual model biases and errors, resulting in
more robust and reliable predictions. By employing
data fusion in FR detection task, we aim to lever-
age the strengths of individual data representation
and deep learning algorithms to improve overall
performance.

3 Methodology

In this section, we first discuss the different data
representations explored in this study. These in-
clude the review document level, emotions, noun
phrases, unigram, bigram, trigram, a combination
of unigram and bigram (bigrams), and a combi-
nation of unigram, bigram, and trigrams. All of
these are represented as embedding vectors. Fur-
thermore, we discuss the fusion techniques that
are integrated with five deep learning algorithms,
namely Bi-LSTM, LSTM, GRU, CNN, and MLP.

To evaluate the performance of our proposed
method, we utilize k-fold cross-validation with a k
value of 15. We report the final average F1 score
for each model.

3.1 Data representation

Several studies demonstrate that embeddings out-
perform other data representations, such as TF-
IDF, bag of words, and n-gram, in capturing the
context and semantics of words (Pennington et al.,
2014; Qaiser and Ali, 2018; Wu and Yuan, 2018;
Marcinczuk et al., 2021). Unlike traditional meth-
ods (TF-IDF), which represent each word as a
sparse vector, embeddings capture the semantic
relationships between words and represent them in
a dense vector space (Abubakar et al., 2022; Pen-
nington et al., 2014). This ability of embeddings
to capture the meaning and context of a word in
a sentence is crucial in several natural language
processing tasks. There are many studies that have
shown the effectiveness of embeddings in various
NLP tasks. For instance, Mikolov et al. (2013)
demonstrated that word embeddings outperform
traditional methods like TF-IDF in sentiment analy-



sis and named entity recognition tasks. Pennington
et al. (2014) also reported that embeddings outper-
formed other methods in tasks such as sentiment
analysis, text classification, and language model-
ing.

Motivated by the above, in our work we con-
vert each data representation into its embedding
space. We use pre-trained ROBERTA (Liu et al.,
2019) embedding with an embedding dimension of
1024 to obtain the embedding of all data represen-
tations. The pre-trained model we used is roberta-
large-nli-stsb-mean-tokens'. The embedding is
converted using SentenceTransformers Library?.
This study employed eight different data represen-
tations: Document level embedding, Noun Phrase
embedding, Emotion Embedding, Unigram Embed-
ding, Bigram Embedding, Trigram Embedding, a
combination of Unigram and Bigram (uni_big) Em-
bedding, and a combination of Unigram, Bigram,
and Trigram (uni_big_tri) Embeddings.

3.1.1 Document embedding

Embeddings, in the form of word, sentence, para-
graph, character, and document embeddings, are
increasingly popular methods for representing data
in the field of fake review detection. In this study,
we employ document-level embedding as our cho-
sen data representation. This form of representa-
tion has been utilized effectively in previous works,
as demonstrated by Li et al. (2015), Ren and Ji
(2017), and Hajek et al. (2020). These studies un-
derscore the potential and versatility of document-
level embeddings in addressing the challenges as-
sociated with fake review detection. For each re-
view, each sentence is first pre-processed and then
RoBERTa pre-trained model is used to generate
the sentence embedding. The reviews is converted
into document-level embeddings by averaging all
sentences embeddings.

3.1.2 Noun Phrase Embedding

Previous studies (Ong et al., 2014; Samha et al.,
2015; Xue et al., 2019; Bathla et al., 2022), have
explored the use of noun phrases in FR task. Noun
phrases are defined as opinion features that repre-
sent the subject or object of a sentence in a review.
To extract noun phrases, we employ the Spacy li-
brary’s noun chunking algorithm, which uses a rule-
"https://huggingface.
co/sentence-transformers/
roberta-large-nli-stsb-mean-tokens

ited on 14/08/2023)
https://www.SBERT.net (visited on 14/08/2023)

(vis-

based approach to identify contiguous sequences of
words that represent a noun phrase. All extracted
noun phrases are converted into embeddings using
SentenceTransformer and then averaged. Conse-
quently, a single noun phrase embedding vector is
constructed for each document.

3.1.3 Emotion Embedding

Emotion plays a vital role in fake review detec-
tion, as demonstrated by several previous studies
(Melleng et al., 2019; Zeng et al., 2019; Peng and
Zhong, 2014). For instance, Zeng et al. (2019) ar-
gue that FR tend to exhibit more intense emotions
than genuine ones, as fake reviewers fabricate emo-
tions not based on actual experiences (Kim et al.,
2015). In our study, we also consider emotion as a
feature for detecting FR.

To represent emotion in our study, we utilize
DepecheMood’s emotion lexicon (Staiano and
Guerini, 2014). For each review, we first extract
all words that match any word from the lexicon.
All identified words are then converted into embed-
dings using SentenceTransformer. The resulting
embeddings are averaged to obtain the final emo-
tion embedding representation of the review. This
approach enables us to capture the sentiment and
emotional tone of the review, which can be informa-
tive in distinguishing fake from genuine reviews.

3.14 N-grams

We incorporates n-gram features, including uni-
gram, bigram, and trigram, and combinations of
these features, inspired by previous works (Wang
et al., 2018; Javed et al., 2021). To extract n-grams,
we use a process similar to the one used for noun
phrase extraction, with pre-processing steps such
as removing stop words, punctuation, special char-
acters, and converting all text to lowercase. In
addition, we create a combination of unigram and
bigram (bigrams) and a combination of unigram,
bigram, and trigram (trigrams) by concatenating
the final extraction of unigrams with bigrams. Af-
ter the extraction process, we convert the features
into embeddings, taking their average for the final
output. The use of n-gram features enables us to
capture the local context of a word and the relation-
ships between words within a given sequence. This
approach is effective in many NLP tasks, including
fake review detection.
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3.2 Data Fusion

We implement two different data fusion strategies,
namely early and late fusion. With the early fu-
sion we perform data concatenation. Concatena-
tion involves merging all eight representations dis-
cussed above into a single representation, which
is then used to train a single model. As the late
fusion approach we implement ensemble learning
for combining models trained with different data
representations and different deep learning algo-
rithms. Several studies have shown that ensemble
models can provide better overall prediction accu-
racy in comparison to single classification models,
and avoid overfitting (Wei et al., 2019; Gutierrez-
Espinoza et al., 2020; Hajek et al., 2020). With
ensemble learning a collection of different classifi-
cation models (i.e. base classifiers) is first trained.
Following this, the prediction made by all base
classifiers are combined accordingly based on the
chosen ensemble strategy. Two ensemble strate-
gies are explored in this study: majority voting and
stacking (Hajek et al., 2020). The majority voting
strategy outputs the label with the highest number
of votes from the collection of base classifiers pre-
dictions (Yao et al., 2021). This strategy is popular
due to its simplicity (Wei et al., 2019; Yao et al.,
2021). SVM and Random Forest are chosen as the
meta-classifiers in the stacking model.

4 Experimental Results and Discussion

We assume that different data representations may
contain complementary information that are use-
ful for FR detection. We are going to investigate
whether this is the case and whether combining
them may provide better performance. There are
two research questions that will be addressed in
this study.

1. Does any of the data representations pro-
vide optimal performance across different ma-
chine learning models (MLMs) and different
datasets in FR detection task?

2. Can data fusion improve FR detection perfor-
mance and which data fusion technique is the
most effective in FR detection task?

4.1 Experimental Setup

We implement five deep learning models, which
include Bi-LSTM, LSTM, GRU, CNN and MLP
for FR detection. Bi-LSTM accesses long-range
context in both input directions, widely used in
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NLP tasks. Our Bi-LSTM model comprises an In-
put layer, a Reshape layer, a Bidirectional LSTM
layer, and two Dense layers. The LSTM model
includes an Input layer, a Reshape layer, an LSTM
layer, and two Dense layers. The CNN model con-
sists of an Input layer, a Reshape layer, a Conv1D
layer, a MaxPooling1D layer, a Flatten layer, and
two Dense layers. GRU, similar to LSTM, has
fewer parameters, making it faster to train. Our
GRU model uses the same settings as the LSTM
model. MLP consists of an Input layer, two hid-
den Dense layers, and an output layer, commonly
used for supervised learning tasks. All models
are trained using binary cross-entropy as the loss
function, ’adam’ as the optimizer, and f1 score as
the metric. All our experiment use K-Fold cross
validation with K=15.

4.2 Dataset

In the experiment, four distinct datasets are utilized:
Amazon, Restaurant, Yelp, and Hotel datasets

The Amazon® dataset comprises 21,000 reviews,
balanced between fake and genuine reviews. The
Hotel dataset includes 1,600 reviews, with 800 fake
and 800 genuine reviews*. The Restaurant dataset,
developed by Gutierrez-Espinoza et al. (2020) con-
sists of 110 reviews. The Yelp dataset, sourced
from Rayana and Akoglu (2015), features reviews
from restaurants in NYC. This dataset initially con-
tains 358,922 reviews, with 322,062 genuine and
36,860 FR. To address the imbalance, some restric-
tions are applied to the Yelp dataset: only reviews
containing more than 3 sentences and fewer than
30 sentences are considered. This results in a final
Yelp dataset of 50,000 reviews.

4.3 Results

In this study, our objective is to investigate the va-
lidity of the hypothesis that various representations
contain distinct information that can contribute to
improved the task of FR detection. We conducted
a series of experiments to ascertain whether com-
bining these representations indeed leads to better
results. We divided our work into several experi-
ments that allow us to answer our research ques-
tions.

Experiment 1: In this experiment each data rep-
resentation is evaluated with each deep learning

*https://www.kaggle.com/lievgarcia/
amazon—-reviews (visited on 14/08/2023)

*nttps://myleott.com/op-spam.html (visited
on 14/08/2023)
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model. The objective is to understand the perfor-
mance of each data representation and model inde-
pendently. The results obtained for all four datasets
are presented in Figure 1 where rows refer to dif-
ferent data representations and columns represent
different learning algorithms. The blue cell repre-
sent an average performance obtained by each data
representation (with different learning algorithms)
and each learnign algorithm (with different data
representations).

The four images in Figure 1 show the per-
formance of different models on different data
representations for four datasets: Hotel, Restau-
rant, Amazon, and Yelp. The first image (a)
shows that all models perform well on the Hotel
dataset, with an overall model mean accuracy of
0.806. The highest-performing data representation
is full_review or document embedding, followed by
trigram and uni_bi_tri. LSTM achieves the highest
average F1 score, while GRU, MLP, and BILSTM
perform slightly worse.

In the Restaurant dataset, the overall model mean
F1 score is 0.671. The highest-performing data rep-
resentation is trigram, followed by uni_big and uni-
gram. MLP achieves the highest average F1 score
and LSTM is the second best, while GRU performs
slightly worse. It is worth noting that some data
representations, such as unigram, perform poorly
on this dataset.

The third table shows that the overall model
mean F1 score for the Amazon dataset is 0.616.
The highest-performing data representation is un-
igram, followed by uni_big and emotion. MLP
achieves the highest F1 score, while BILSTM per-
forms slightly worse based on their average F1
score. Again, some data representations, such as
noun phrase, perform poorly on this dataset.

Finally, the fourth table shows that all models
perform well on the Yelp dataset, with an over-
all model mean F1 score of 0.672. The highest-
performing data representation are uni_big and tri-
gram, followed by full review. BILSTM, and MLP
achieve the highest F1 value, while CNN and GRU
perform slightly worse.

Looking at the overall performance across all
datasets, the highest-performing data representa-
tion is uni_big, followed by trigram and uni_bi_tri.
However, we are not able to identify a single data
representation which is optimal for all datasets.
This presents additional motivation for implement-
ing data fusion strategy, which addresses the prob-
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lem of selecting the best representation for each
dataset. MLP and LSTM consistently perform well
across datasets, while BILSTM and GRU have
more mixed results. The best-performing model
overall is LSTM, followed by MLP.

Experiment 2: In this experiment, our objective
is to understand whether combining different data
representation via concatenation (early fusion) or
ensemble learning (late data fusion) can improve
FR detection task.

The Figure 2 show the results obtained by three
different ensemble techniques (Majority Voting,
Stacking + Random Forest, Stacking + SVM) ap-
plied with five different learning algorithms for
training base classifiers (Bi-LSTM, LSTM, GRU,
MLP, CNN) and the concatenated data represen-
tations applied with the same five learning algo-
rithms.

Comparing data fusion against individual data
representations. In order to answer our second re-
search questions, we compare the results from Fig-
ure 2 with the results obtained by individual data
representations from Figure 1. Hotel Dataset: We
can see that combining all data representations via
Stacking with FR obtained better performance that
any of the individual data representation across all
five learning algorithms. Concatenating all data ob-
tained better results than any of the individual data
representation for 4 out of 5 learning algorithms
(all apart from CNN).

In the Restaurant dataset, an enhancement in
performance across all models is observed when
employing ensemble learning techniques compared
to utilizing individual data representations, partic-
ularly with the use of the Random Forest stacking
strategy. The only exception is the Majority Vote
method, which yields results below those of individ-
ual data representations. The concatenation method
of combining all data representations seems to pro-
vide better results than individual data represen-
tation for two out of the five learning algorithms
(GRU and CNN). However, the performance of the
remaining models (BILSTM, LSTM, MLP) seems
to decrease with concatenation compared to some
individual data representations.

Moving to Amazon dataset, based on the given
tables, it is evident that ensemble learning tech-
niques, especially with the implementation of Ran-
dom Forest stacking, provide a significant improve-
ment in performance compared to individual data
representations across all models. The stacking
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Figure 2: Early and late data fusion result obtained for all four datasets
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in higher scores than any single data representation  dividual data representations. Specifically, it yields
in each model. When inspecting the performance  better results than any individual data representa-
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tion in 4 out of 5 learning algorithms, with CNN
being the only exception.

When examining Yelp dataset, it’s clear that en-
semble learning techniques generally outperform
single data representation models. In particular,
Random Forest and SVM stacking methods con-
sistently yield better results than any individual
data representation for each of the five models used
(BILSTM, CNN, GRU, LSTM, MLP).

However, an interesting trend to note is that the
concatenation method, while generally providing
improved performance, does not outperform all in-
dividual data representations across the five models.
For instance, in the BILSTM model, "uni_big’ data
representation performs better than the concatena-
tion method.

Comparing different data fusion strategies L.ook-
ing at the Hotel dataset (Figure 2a), we can observe
that Stacking applied with Random Forest achieves
the optimal performance for the majority of the
learning algorithms. It also performs significantly
better than any other fusion methods when applied
with MLP and CNN obtaining F1 score of 0.891.
The remaining methods have similar F1 scores,
with values ranging from 0.837 to 0.842. However,
the ensemble approach (Random Forest) for MLP
and CNN models perform better, with F1 scores of
0.891. Comparing the performance of the ensem-
ble learning methods with that of the concatenation
method, we can see that CNN and MLP models
achieve higher F1 scores with the ensemble ap-
proach, while the BILSTM models perform better
with the concatenation method.

Moving on to the Restaurant dataset (Figure 2b),
we see that the Majority Vote model has the lowest
F1 score across all models and techniques with
values ranging from 0.636 to 0.649. Similarly
like with the Hotel dataset, Stacking with Ran-
dom Forest applied with MLP learning algorithm
achieves the highest F1 score of 0.864. BILSTM,
LSTM, and CNN have the same F1 score for en-
semble stacking with Random Forest with F1 value
0.733. The highest score for Concatenating method
achieves 0.718 with GRU model. Comparing the
ensemble learning methods with the concatenation
method, we can see that ensemble learning perform
better than concatenating approach.

On the Amazon dataset (Figure 2c¢), the Major-
ity Vote, BILSTM, GRU, and MLP models have
relatively high F1 scores, with values ranging from
0.737 to 0.842. The LSTM performs relatively

poorly, with F1 scores below 0.7. Interestingly,
Stacking with Random Forest achieves the highest
F1 score across all learning algorithms, with a full
score of 1, except for LSTM. In contrast, Stack-
ing with SVM performs poorly, with the lowest
F1 score for CNN with 0.500. For the concatena-
tion method, the highest F1 score is achieved by
the GRU model with a value of 0.800. The per-
formance of ensemble learning methods on this
dataset is better than the concatenating approach.

For the Yelp dataset (Figure 2d) we can see that
the early fusion approach consistently achieves the
lowest performance across all learning algorithms.
At the same time, the two Stacking methods obtain
the highest f1 score in all the cases with SMV ap-
plied as the meta-lerning algorithm being slightly
better than with the Random Forest.

The results of the ensemble learning methods for
the Hotel, Restaurant, Amazon, and Yelp datasets
show variations in the F1 scores for the different
models and ensemble methods. In general, the
early fusion method was not as effective as the
late fusion approaches for improving the F1 score.
Overall, the Random Forest ensemble methods and
MLP model performed well in most of the datasets.

5 Conclusion

In conclusion, this study provides a comprehensive
evaluation of different embedding data represen-
tations for detecting FR. By employing various
deep learning algorithms, we investigate the effec-
tiveness of different embedding data representa-
tions, including document, n-grams, emotion, noun
phrase. Additionally, we apply ensemble learning
techniques to improve the detection performance
further. Our experiments on four distinct datasets
demonstrate that the combination of different data
representations significantly enhances the perfor-
mance of FR detection, outperforming single data
representations.

Looking forward, future work can explore the
integration of additional data representations and
feature engineering techniques to improve the de-
tection accuracy further. For instance, using atten-
tion mechanisms and transformers in neural net-
works could help to identify important parts of the
review text and capture the contextual information
more effectively. Additionally, incorporating user
and product information may provide additional
insights and improve the detection of FR.
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