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Abstract

The large amount of textual information, in dig-
ital format available today, makes the knowl-
edge extraction task unfeasible by manual
means. It is therefore necessary to develop
automatic tools that allow us to integrate this
knowledge into a structure that is easy to use
by both machines and humans. This paper
presents T2KG, a framework that can incor-
porate the relevant information from several
structured or unstructured documents into a se-
mantic network. Structured documents are pro-
cessed based on their annotation scheme. For
unstructured documents, T2KG uses a set of
Natural Language Processing sensors that iden-
tify relevant information to enrich the semantic
network created by linking all the knowledge
from different documents.

1 Introduction

Nowadays, the amount of information available on
the web is available in multiple formats. Leverag-
ing this data requires the design of software sys-
tems that can exploit the information, obtain rele-
vant data, structure it in a specific format, and gen-
erate reports that help to evaluate this information.
Software systems focused on performing all these
actions are currently oriented to apply different nat-
ural language processing techniques. Many early
developments were domain-dependent, so domain-
specific resources, although costly in terms of time
and expertise, were relatively easy to obtain. But
recently, general-purpose, domain-independent sys-
tems are being developed. However, it would be
difficult to imagine a system like ChatGPT incor-
porating a multi-domain ontology in real time. The
trend in Natural Language Processing (NLP) today
is text-to-text development that does not use man-
ually curated semantic resources such as seman-
tic networks. In other words, text-to-text oriented
systems use self-generated resources without the

need for external semantic resources. However,
systems must take into account that the software
created must be maintainable and extensible, using
processes and methodologies that make all these
aspects possible.

This work aims to present a framework capa-
ble of extracting knowledge from heterogeneous
sources, structured such as comma-separated vol-
umes or relational databases, or unstructured such
as plain text from Wikipedia. Knowledge from dif-
ferent sources is integrated into an ontology. It also
allows the user to query the knowledge in natural
language while results are analyzed automatically
to generate custom graphics or visualizations to
ease its interpretation.

2 State of the Art

Knowledge representation is the process of mod-
eling information in a way that enables effective
reasoning, communication, and decision-making
by computers. Given the increasing amount of
digital data available, it has become more impor-
tant than ever to conceive ways to represent it in
a meaningful way to add knowledge to NLP sys-
tems. This knowledge has been used to improve
the accuracy of tasks such as sentiment analysis,
named entity recognition, and text classification
(Gao et al., 2019; Peng et al., 2023). Two main
tasks are involved in this process: knowledge ex-
traction and knowledge integration from different
sources. For knowledge extraction, it’s necessary
the development of sensors to extract pieces of rel-
evant information (e.g. entities and relations) from
unstructured documents. Knowledge integration
needs to deal with linking entities, modeling uncer-
tainty, or solving inconsistencies.

One of the challenges of multimodal represen-
tation is integrating information from different
sources in a meaningful way. This requires the
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development of novel algorithms and techniques
that can effectively capture the relationships be-
tween different types of data. Several approaches
have been proposed for integrating text and image
data, including deep neural networks for image and
text (Gao et al., 2020; Zhang et al., 2020a).

In recent years, there has been significant
progress in the field of knowledge representation
from unstructured textual data, for example, pro-
cessing scientific articles. Scientific articles contain
a wealth of information, including structured data
such as references and citations, as well as unstruc-
tured data such as text and figures. By representing
this information in a structured way, it is possible
to create a comprehensive knowledge graph that
captures the relationships between different con-
cepts and entities. One common approach is to use
natural language processing techniques to extract
structured data from the text of scientific articles
(Zhang et al., 2020b; Dunn et al., 2022). For exam-
ple, named entity recognition can be used to iden-
tify entities such as proteins, genes, and diseases
in the text, while relationship extraction can be
used to identify the relationships between these en-
tities. Another approach is to use machine learning
techniques to learn representations of entities and
relationships in a knowledge graph directly from
the text and image data (Liu et al., 2020). Also, it
is possible to use image processing techniques to
extract information from figures and tables (Zulka-
rnain et al., 2022). For example, optical character
recognition (OCR) can be used to extract text from
figures, while computer vision techniques can be
used to identify patterns and relationships in the
data.

There are different techniques for knowledge
extraction:

1. Rule-based approaches involve the use of
domain-specific expert-crafted rules that are
designed to capture relevant information.
Rule-based approaches can be effective in ex-
tracting structured information from scientific
articles, but they are limited by the difficulty
of designing rules that capture all the rele-
vant knowledge or that apply to other domains
(Atzmüller et al., 2008).

2. Statistical approaches use statistical models
to identify and extract knowledge from sci-
entific articles. These models are trained on
large datasets of annotated texts to identify

patterns corresponding to different types of
knowledge. Statistical approaches can be ef-
fective in extracting knowledge from large
volumes of unstructured data, but they can
be limited by the quality of the training data
(Momtazi and Moradiannasab, 2019).

3. Machine learning-based approaches involve
using machine learning algorithms to automat-
ically learn patterns in the data that correspond
to different types of knowledge. These algo-
rithms are typically trained on large datasets
of annotated scientific articles to identify
complex patterns in the data that are diffi-
cult to capture using rule-based or statisti-
cal approaches. Machine learning-based ap-
proaches can be highly effective in extract-
ing knowledge from texts but require large
amounts of high-quality training data (Tiddi
and Schlobach, 2022).

Knowledge graph construction involves the cre-
ation of a structured representation. A knowledge
graph consists of a set of entities representing ob-
jects or concepts and a set of relationships between
them. There are different techniques for construct-
ing knowledge graphs:

• Ontology-based approaches use pre-defined
ontologies to structure knowledge extracted
from scientific articles. These approaches
typically involve mapping entities and rela-
tionships from the text to concepts defined in
the ontology. They can be effective for build-
ing knowledge graphs consistent with domain-
specific knowledge, but they can be limited
by the availability and quality of the ontology
(Krötzsch, 2017).

• Co-occurrence-based approaches leverage sta-
tistical techniques to identify relationships
between entities. Typically they compute
the frequency of entities appearing together,
connecting them based on this information.
These approaches can be adequate for con-
structing knowledge graphs that capture the
co-occurrence relationships between entities,
but not for more complex relationships (Heist,
2018).

• Machine learning-based approaches use large
annotated corpora to learn to identify entities
and relationships from the text. They can spot
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complex patterns. Machine learning-based ap-
proaches can be highly effective in construct-
ing knowledge graphs that capture complex re-
lationships between entities, but they require
large amounts of high-quality training data
(Neelakantan, 2017).

Multimodal knowledge extraction and represen-
tation have promising applications in healthcare
and biomedicine. By representing medical data in
a structured way, it is possible to create a more
comprehensive understanding of diseases and to
develop more effective treatments. For example,
knowledge graphs have been used to identify new
drug targets for diseases (Sang et al., 2018; Gao
et al., 2022).

In healthcare, knowledge representation tech-
niques are being used to extract valuable insights
from electronic health records (EHRs). EHRs con-
tain a wealth of information, including patient de-
mographics, diagnoses, and treatments. By apply-
ing knowledge representation techniques to EHRs,
researchers can extract valuable insights into dis-
ease risk factors, treatment efficacy, and patient out-
comes (Liao et al., 2010). In biomedicine, knowl-
edge representation techniques are being used to
extract knowledge from large volumes of scien-
tific literature. The aim is to create a comprehen-
sive biomedical knowledge graph that can be used
to facilitate drug discovery, disease diagnosis and
personalised medicine. Knowledge graphs con-
structed from the biomedical literature can thus
capture complex relationships between genes, pro-
teins and diseases, which can be used to identify
potential drug targets. (Yuan, 2020).

3 T2KG Framework

We present T2GK, a framework for managing (i.e.,
extracting, storing and retrieving) knowledge from
heterogeneous sources. Section 3.1 describes how
align structured and unstructured data into an uni-
fied schema. Next, the data mining process is de-
scribed in the section 3.2. Subsequently, in section
3.3 the extracted pieces of information are inte-
grated into the Knowledge Graph. Finally, the sec-
tion 3.4 presents the retrieval and visualisation of
the data, as well as the evaluation of the platform.

3.1 Standard Annotation

The system works with both structured and unstruc-
tured data. The structured data follows an internal

organization that can be used to label the infor-
mation it contains. For example, an Excel sheet
with a column called ”city” will label the rest of
the elements in that column with that label or as
the database name field. There are many different
structured formats, the first action is to manage and
standardize these representations for internal use.
We use subject-verb-predicate triples to link the rel-
evant information, according to the scheme shown
in Figure 1.

Figure 1: Conceptual schema

On the other hand, unstructured content lacks
a predefined structure of concepts and relations.
Hence, the stage for processing unstructured data
is designed as a text-mining pipeline through which
simple concepts are processed and transformed into
more complex ones.

3.2 Knowledge Discovery
This stage presents a machine-learning pipeline for
the automatic annotation of entities and relations
in raw text. This pipeline is trained on manually
annotated sentences and applied to the remaining
corpus. Figure 2 shows a high-level overview of
the pipeline, which comprises the following steps:

Figure 2: Illustrative representation of the text-mining
pipeline used
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1. Sentences are tokenized, computing syntac-
tic and morphological features for each token
(using the spaCy 1 library).

2. Training data is manually annotated for en-
tities using BRAT 2. Then BRAT format is
converted to BILOUV encoding (i.e., Begin,
Inside, Last, Out, Unit, and oVerlap) for enti-
ties.

3. An Entity Model (EM) is trained on the token
features to predict the BILOUV encoding. For
experiments, we use a Conditional Random
Fields (CRF) 3 model.

4. Training data is manually annotated for rela-
tions. Each relation pair is converted to a set
of aggregated features, and negative relation
pairs are randomly sampled.

5. A Relation Model (RM) is trained using the
relation features. We use a logistic regression
model 4.

6. The EM is applied to unlabeled sentences.

7. The RM is executed on the pairs of entities
predicted in the previous step.

For the entity model, the syntactic and morpho-
logical features include lemma, coarse and fine-
grained part-of-speech, dependency labels, general
purpose entity labels (e.g., PERSON, LOCATION,
etc.), word shape, and several flags for specific pat-
terns such as emails, numbers, and URLs. For the
relation model, the aggregated features correspond
to those from the tokens that comprise the two en-
tities that participate in the relation, as well as the
features of all the tokens in the smallest sub-tree of
the dependency tree that contains both entities.

The ultimate purpose of these models is to au-
tomatically extract relevant knowledge from the
unlabeled pool of sentences. Taking into account
the complexity of this natural language processing
task, there is always a trade-off between extracting
as much knowledge as possible (i.e. maximizing
recall) versus extracting knowledge as accurately
as possible (i.e., maximizing precision). However,
this trade-off can be explicitly controlled by mea-
suring a degree of uncertainty in the model predic-
tions, and only outputting the elements (i.e., entities

1https://spacy.io/
2http://brat.nlplab.org/
3https://sklearn-crfsuite.readthedocs.io
4https://scikit-learn.org/stable/

and relations) whose uncertainty is below a given
threshold. For the EM, the raw marginal proba-
bilities provided by the CRF model are a possible
measure of uncertainty. In the case of the RM, the
logits provided by the logistic regression model can
be used.

3.3 Knowledge Graph Integration

The knowledge graph discovered from each input
document should be merged with the knowledge
previously extracted by the system. Each of these
knowledge graphs represents a collection of knowl-
edge assets from a particular domain or a general
domain. Some of them may overlap, containing the
same knowledge facts, even if labeled as different
entities or relations. Others may have contradic-
tions or inconsistencies, either within themselves
or with one another. For that reason, this stage is
required to be able to undertake a matching among
entities, relations, and instances in two or more
graphs that are deemed similar. The result of this
process is a unified knowledge graph integrating
knowledge from different sources.

3.4 Case Study and Evaluation

After the new knowledge graph is created, this step
provides quality evaluation metrics that assert the
reliability, completeness, or soundness of the new
knowledge. These metrics are based on compar-
ing the new knowledge graphs with the existing
knowledge.

This section shows the use of the T2KG system
through a practical scenario that involves the pro-
cessing of both unstructured and structured data
sources. We use publicly available data, being the
main reason for not designing this experiment with
biomedical and health content.

The case study includes data about the geolo-
cations of schools, hotels, restaurants, and bars
in the province of Alicante, Spain. Also, struc-
tured population data from the Spanish Institute
of Statistics (INE) was used. Unstructured data
contains comments on social networks. The first
step consists of obtaining the statistics data in CSV
format and mapping it to a knowledge graph. The
CSV file5 contains information about Alicante’s
neighborhoods and their residents. The next step
involves the processing of a continuous stream of
Twitter messages. These are obtained through the
standard Twitter query API.

5download from www.ine.es



389

Metric Value Percent
Correct matches 532 41.95
Correct mismatch 49 3.86
Matching error 297 23.42
Extraction error 405 31.94
Knowledge error 27 2.13
Context missing 4 0.18
Total errors 697 54.96

Table 1: Results of the knowledge discovery process

Processing the structured data, the location of
different entities can be matched to the neighbor-
hoods where they are located. From the unstruc-
tured data, we can know the emotions conveyed by
the comments mentioning the entities.

A total of 532 instances were matched, which in-
dicates a 41.95% of accuracy for the Twitter entity
extractor. A manual review of the 1268 recognized
instances was performed, to evaluate the reasons
for the mistakes. All entities appearing on Twitter
were searched in Google and the first result was
used as ground truth. Table 1 summarizes these
results.

The following figures show a set of screenshots
of the application that visualizes the knowledge
extracted. Figure 3 shows information related to
the neighborhoods of Alicante. Figure 4 shows
how the knowledge extracted from comments on
social networks about hotels, restaurants, and bars
in Alicante is incorporated. It is possible to see the
distribution by each hotel or by stars. Finally, Fig-
ure 5 shows the graph of the knowledge retrieved
by a query about the hotels in Alicante.

Figure 3: Alicante’s neighbourhoods

Figure 4: Alicante’s Hotels identify from social network

Figure 5: Knowledge Graphs from Alicante’s

4 Conclusions

The manual construction of ontologies involves a
human effort that sometimes cannot be tackled in
domains that need to incorporate knowledge imme-
diately. The use of knowledge graphs can alleviate
this lack of resources that hinder the development
of tools based on general-purpose knowledge re-
sources. In this work, the aim was to design and
implement a framework for automatic knowledge
discovery from different data sources. This frame-
work has been designed as a modular set of stages
that perform specific tasks that communicate with
each other. In future lines of development, we
will pursue the implementation of health domain
sensors (e.g. medicines, diseases, treatments, sub-
stances, etc.), and more complex mechanisms for
knowledge integration (e.g., ontology merging and
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mapping processes). Another line for future re-
search is related to context mismatch and recog-
nition. This process is necessary for accurately
matching portions of unstructured text to sections
of an already stored ontology. We also aim to de-
velop a full application for the analysis of scientific
articles from the biomedical and health domain.
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