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Abstract

In this paper we propose a first empirical map-
ping between the RST-DT and the PDTB 3.0.
We provide an original algorithm which allows
the mapping of 6,510 (80.0%) explicit and im-
plicit discourse relations between the overlap-
ping articles of the RST-DT and PDTB 3.0
discourse annotated corpora. Results of the
mapping show that while it is easier to align
segments of implicit discourse relations, the
mapping obtained between the aligned explicit
discourse relations is more unambiguous.

1 Introduction

Different linguistic frameworks have been pro-
posed to model the discourse relations that hold
between textual segments. Two widely used frame-
works are the Rhetorical Structure Theory (RST)
(Mann and Thompson, 1988) and the Penn Dis-
course Treebank (PDTB) (Miltsakaki et al., 2004,
Prasad et al., 2008). Following these frameworks,
several annotated corpora have been developed for
a wide variety of NLP tasks, such as discourse pars-
ing (Chi and Rudnicky, 2022), implicit discourse
relation classification (Liu and Strube, 2023) and
discourse generation (Stevens-Guille et al., 2022).

Since generating and manually annotating dis-
course corpora at the large scale required for fine-
tuning large language models is prohibitively ex-
pensive and laborious, a viable alternative is to
establish a mapping between already existing cor-
pora so that they can be used seamlessly and inter-
changeably together. The two primary discourse
annotated corpora are the RST-DT (Carlson et al.,
2001) and the PDTB (PDTB 1.0, 2.0 and 3.0)
(Prasad et al., 2006, 2007; Webber et al., 2019).
However, since both corpora are annotated based
on different frameworks, they differ in how they
segment and label discourse relations. The result-
ing structural differences limit the extent to which
they can be used together to train discourse models.

In this paper, we present a first empirical map-
ping between the RST-DT and the PDTB 3.0 based
on the overlapping sections of the two annotated
corpora. Previous work has addressed such a map-
ping between the RST-DT and PDTB 2.0. Sanders
et al. (2021) proposed a theoretical mapping be-
tween both frameworks, while Demberg et al.
(2019) established an empirical mapping based on
the subset of the corpora that they share. However,
to the best of our knowledge, no work has proposed
a mapping between the RST-DT and the PDTB 3.0.

2 Background

The linguistic frameworks behind the RST-DT and
the PDTB differ in how textual units are segmented
and in how discourse relations are defined.

2.1 RST-DT

The RST-DT corpus (Carlson et al., 2001) is based
on the RST theoretical framework (Mann and
Thompson, 1988). In this framework, a text is first
segmented into minimal non-overlapping units, re-
ferred to as elementary discourse units (EDUs).
The grammatical clause is the starting point of the
segmentation. After segmentation, relations be-
tween EDUs are identified using an open set of
discourse relations. These relations are established
recursively between adjacent EDUs until the entire
text is connected, forming a single tree-like struc-
ture that encompasses multiple embedded relations
(Taboada and Mann, 2006).

Consider the text in Example (D! and its corre-
sponding RST diagram in Figure 1.

(1) [There have been three days of hot, wind-swept

edul [and now with the first sun we are after

edu?2

rain, |

speckled sea trout,] [which with redfish provides

most of the game fishing hereabouts.]edu3

!Taken from the WSJ_1323 article in the RST-DT corpus.
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Figure 1: RST diagram of Example (1).

The leaves of the resulting RST diagram in Fig-
ure 1 correspond to the EDUs of Example (1) (i.e.,
edul, edu2 and edu3), while the internal node of
the tree correspond to multiple contiguous EDU
segments (i.e., (edu2—edu3)). Vertical lines in the
diagram represent the nucleus of the discourse rela-
tion. All discourse relations in the RST framework
hold between a nucleus and a satellite (mononu-
clear) or between two nuclei (multinuclear). The
nucleus of a relation (depicted with a vertical line
and shown in orange in Figure 1) represents an
essential unit of information, while the satellite
provides supporting information.

2.2 PDTB

The PDTB corpora (Prasad et al., 2006, 2007; Web-
ber et al., 2019) are based on their namesake theo-
retical framework (Miltsakaki et al., 2004; Prasad
et al., 2008). In the PDTB framework, discourse re-
lations are annotated by first identifying discourse
connectives (e.g., but, however) and then the argu-
ments between which the relation holds. Unlike
in the RST framework, in the PDTB framework
arguments are not annotated for their nuclearity.

Discourse relations, in the PDTB, can be catego-
rized as explicit or implicit?. An explicit discourse
relation is marked by a discourse connective, while
an implicit discourse relation holds between two
arguments in the absence of a discourse connec-
tive. Explicit and implicit discourse relations are
further differentiated based on their sense. Senses
are organized hierarchically into three levels. The
top level has four classes: TEMPORAL, CONTIN-
GENCY, COMPARISON, and EXPANSION, which
are then further refined into second and third level
senses. In this work, we consider only the second
level of sense granularity in our mapping.

The release of PDTB 3.0 (Webber et al., 2019)
has brought important changes to its predecessor
PDTB 2.0. In particular, the second and third levels

2Other PDTB discourse relations include AltLex, AltLexC,
EntRel, NoRel and hypophora.

345

of the sense hierarchy have been revised and 13,000
additional discourse relations have been annotated.
Similarly, the number of intra-sentential implicit
discourse relations went from 530 instances in
the PDTB 2.0 to 6,234 in the PDTB 3.0. Due to
these, 19% of the discourse relations annotations
in the PDTB 2.0 corpus were changed. Of these,
around 56% correspond to explicit discourse re-
lations, while around 40% correspond to implicit
relations.

3 Previous Work

Previous work has attempted to establish a map-
ping between the RST-DT and the PDTB corpora.
Most recently, Demberg et al. (2019) proposed an
empirical mapping between the RST-DT and the
PDTB 2.0. Their approach was able to map 76% of
the PDTB explicit and implicit discourse relations
(senses) to an RST-DT relation based on an analysis
of the overlapping sections of the two corpora.

Additionaly, Demberg et al. (2019) compare the
results of their empirical mapping with the theoreti-
cally mappings proposed by Chiarcos (2014), Bunt
and Prasad (2016) and Sanders et al. (2021). They
found that their empirical results matched the theo-
retical mappings in more than 70% of the explicit
relations, but only in less than 50% of the implicit
relations. Another empirical mapping between the
RST-DT and the PDTB 2.0 corpora was conducted
by Polakova et al. (2017). They focused only on
implicit discourse relations where an exact segment
span matching was possible, which included a total
of 472 discourse relations.

However, previous work was based exclusively
on the PDTB 2.0 corpus. Given the significant
changes in the PDTB 3.0, it has become necessary
to develop a new mapping algorithm to accommo-
date the new annotation guidelines and establish a
first empirical mapping between the RST-DT and
the PDTB 3.0.

4 Corpora

The RST-DT corpus (Carlson et al., 2002) con-
sists of 385 Wall Street Journal articles annotated
with 20,017 discourse relations, while the PDTB?
corpus (Prasad et al., 2019) consists of 2162 Wall
Street Journal articles with 53,631 discourse rela-
tion annotations.

Both corpora overlap on 365 articles, allowing
us to establish a direct mapping between the two.

3We will simply refer to PDTB 3.0 as PDTB henceforth.



Table 1 shows the total number of individual seg-
ments* and discourse relations in both corpora over
this overlap. Due to its non-hierarchical structure,
the PDTB corpus contains far less discourse rela-
tions than the RST-DT (see Table 1). Note that
out of the 9,369 PDTB relations in the overlapping
section of the PDTB corpus, 4,169 (44.5%) are
explicit and 3,965 (42.3%) are implicit discourse
relations. This corresponds to a combined total of
8,134 (86.8%) discourse relations. The remaining
1,235 (13.2%) PDTB relations include other rela-
tions such as AltLex, AltLexC, EntRel, NoRel and
hypophora, which we did not take into account.

[ | RST-DT | PDTB |

21,789 | 18,738
20,017 9,369

Text Segments

Discourse Relations

Table 1: Number of segments and discourse relations in
the RST-DT and the PDTB corpora over the overlapping
set of 365 Wall Street Journal articles.

5 Aligning and Mapping Relations

Similarly to Demberg et al. (2019), and given the
smaller number of PDTB relations compared to
RST-DT relations (see Table 1), we used the PDTB
as the starting point for the alignment and mapping
of discourse relations.

5.1 Segment Alignment

The purpose of the alignment is to match PDTB seg-
ments to their closest RST-DT segment. RST-DT
segments can be individual EDUs (e.g., edul), or
contiguous EDUs (e.g., (edu2—edu3)). PDTB seg-
ments can either be continuous, as in Example (2),
or discontinuous, as in Example (3), where arg2
is discontinuous and split into two constituents:
arg2a and arg2b.

2) PDTB: [We've had a good relationship with
GE]*"Y 1 [which is the first time you could say
that]"92

3) PDTB: Mr. Carpenter notes [that these types of

arg2a

investors] also [are “sophisticated” enough not

to complain about Kidder’s aggressive use of pro-

gram trading]®"J 2

“We will refer to PDTB arguments and to RST-DT EDU
segments simply as segments for the remainder of the paper.
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Continuous For each continuous PDTB segment,
we find the RST-DT segment that maximizes the
character overlap, while minimizing the number of
additional characters in the RST-DT segment.

A PDTB segment is considered perfectly aligned
if all of its characters overlap with the RST-DT
segment, or if the extra characters in the RST-
DT segment are punctuation or explicit connec-
tives. We consider instances of the latter as per-
fect since PDTB segments systematically exclude
terminal punctuation and explicit connectives con-
trary to RST-DT segments. In Example (4), argl
of the PDTB relation is perfectly aligned with
edu67 since only punctuation differs and arg2
is perfectly aligned with the RST-DT segment
(edub8 — edu69).

4 PDTB: [We’ve had a good relationship with
GE|*"Y 1 [which is the first time you could say
that]%"9?

RST-DT: [“We’ve had a good relationship with
GE,]edu67 [which is the first time]EdU68
say that]GdU69

[you could

On the other hand, a PDTB segment is consid-
ered imperfectly aligned with an RST-DT segment,
if that RST-DT segment has the longest overlap
with the PDTB segment among all RST-DT seg-
ments, and either the RST-DT or the PDTB seg-
ment includes extra characters beyond punctuation
or explicit connectives. In Example (5), argl is
imperfectly aligned with edu92 since the PDTB
segment includes the additional tokens ‘of the op-
portunity’.

%) PDTB: [of the opportunity to “rebuild a franchise”
at Kidder]""9"

RST-DT: [to “rebuild a franchise” at Kidder.]edu92

Table 2 shows statistics of the alignment of con-
tinuous PDTB segments onto RST-DT segments.
As the table shows, most of the alignments found
(85%) are perfect alignments and 50% consist of
one PDTB argument being perfectly aligned with a
single RST-DT EDU (1 : 1 alignments).

Discontinuous If PDTB segments are discontinu-
ous, we align each of its constituents to an RST-DT
segment using the same method as for continuous
arguments. In Example (6), arg?2 is discontinuous
and split into two constituents: arg2a, which is
aligned with edu110, and arg2b, which is aligned



[ Type [Arg:EDU| Count(%) | Total(%) |
1:1 7,621 (50%)
Perfect T 5.338 35%) 12,959 (85%)
. 1:1 1,705 (11%)
Imperfect Tn 624 (4%) 2,329 (15%)

| Total [ 15288(100%) | 15,288 (100%) |

Table 2: Statistics of the alignment of continuous PDTB
segments onto RST-DT segments.

[ Type [ Constituent: EDU | Count ‘ Total |
1.1 762 (38%) 0
Perfect T 174 (9%) 936 (47%)
i1 818 (41%)
Imperfect = s 10363%)

\ Total [ 1,989 (100%) | 1,989 (100%) |

Table 3: Statistics of the alignment of discontinuous
PDTB segment constituents onto RST-DT segments.

with the RST-DT segment (edul10 — edul11).

(6) PDTB: Mr. Carpenter notes [that these types of

arg2a

investors] also [are “sophisticated” enough not

to complain about Kidder’s aggressive use of pro-
gram trading]®"J 2
RST-DT: [Mr. [that

these types of investors also are “sophisticated”
edull0

Carpenter notes]edu109

enough] [not to complain about Kidder’s ag-

gressive use of program trading.]°%*!11
Table 3 shows statistics of the alignment of discon-
tinuous PDTB segments onto RST-DT segments.
As the table shows, the ratio of perfect alignments
is lower than in the case of continuous arguments
(47% vs 85%, see Table 2). However, 1 : 1 align-
ments (i.e., one PDTB argument constituent being
perfectly aligned to a single RST-DT EDU) are still
more frequent than 1 : n alignments.

5.2 Relation Mapping

After aligning PDTB segments onto RST-DT seg-
ments, we map the PDTB relations to their most
likely RST-DT relations. To do so, we rely on the
strong nuclearity principle (Marcu, 2000) and on
the notion of nucleus path (Demberg et al., 2019).
In the context of the RST, the strong nuclearity
principle dictates that relations annotated between
segments of multiple contiguous EDUs also hold
between the nucleus of each of these contiguous
segments. The nucleus path, in turn, identifies the
single nuclear EDU that originated the entire com-
plex segment by always following the segments
annotated as nuclei. Five different mapping scenar-
ios are considered.
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Perfect Mapping If both PDTB segments are
continuous and perfectly aligned with different
RST-DT segments, we map the PDTB relation to
the lowest RST-DT relation covering these RST-
DT segments. In Figure 2, argl is perfectly
aligned with (edul3 — edul8) and arg2 is per-
fectly aligned with (edul9 — edu20). Therefore,
we map the PDTB relation between argl and
arg2, IMPLICIT.EXPANSION, to ELABORATION-
ADDITIONAL, the lowest RST-DT relation cover-
ing (edul3 — edul8) and (edul9 — edu20).

ELABORATION-ADDITIONAL

/\

edul3 —edul8  edul9 — edu20

PDTB |

RST-DT

ar‘gb.l \ ] C_L‘rgz \

IMPLICIT.EXPANSION

Figure 2: Example of a perfect relation mapping.

Imperfect Mapping If the nucleus paths of both
RST-DT segments lead to an EDU that overlaps
the aligned PDTB segment, then the potential map-
ping is retained. Figure 3 shows an example of
an imperfect mapping. The lowest covering re-
lation EXPLANATION-ARGUMENTATIVE, is be-
tween (edu91 —edu92) and (edu93 —edu96). Fol-
lowing the nucleus path from (edu91 — edu92),
the first nucleus found is edu91. Although argl
is aligned with edu92, it overlaps with edu91 and
is, therefore, in the nucleus path. The first nu-
cleus in the nucleus path from (edu93 — edu96)
is (edu93 — edu95). As arg2 overlaps perfectly
with (edu93 — edu95) it is also in the nucleus
path. As both PDTB segments are in the nucleus
path, the PDTB relation between argl and arg2,
CONTINGENCY.CAUSE, is mapped to the RST-DT
EXPLANATION-ARGUMENTATIVE relation.

Embedded Relation When both segments of a
PDTB relation are aligned with the same RST-DT
segment, the relation cannot be mapped. This oc-
curs due to a difference in granularity across frame-
works. In Example (7), illustrated in Figure 4,
both argl and arg2 are aligned with edu2. The
PDTB relation, EXPANSION.MANNER, is more
fine grained and does not have an equivalent RST-
DT relation. In these cases, the PDTB relation
cannot be mapped.



EXPLANATION-ARGUMENTATIVE

/—\

RST-DT
edu9l — edu92 edu93 — edu96
edu9l  edu92 gdu93 — edu9§ edu96
| L |
PDTB [ argl [[ a2 |

CONTINGENCY.CAUSE

Figure 3: Example of an imperfect relation mapping.

@) PDTB: [jump from murder to antitrust cases]*" Y !

[from arson to securities fraud]*"9 2
RST-DT: [A judge must jump from murder to an-

. .. edu?
titrust cases, from arson to securities fraud,]

RST-DT

edu?2

PDTB

Lot | [ e ]

EXPANSION.MANNER

Figure 4: Example of an embedded relation which is
not mapped.

If the mapping is neither perfect, imperfect or
embedded, we identify the most immediate dis-
course relation between the aligned RST-DT seg-
ments as a potential map to the PDTB relation. We
then follow the nucleus path from each of the RST-
DT segments to their nuclear EDU and verify if
it is included within the aligned PDTB segment.
Three outcomes are possible.

Unclear Nucleus Path If at least one of the
nucleus paths of the RST-DT segments leads to
an EDU that does not overlap with the aligned
PDTB segment, then we do not map the PDTB
relation. In Figure 5, argl is aligned imperfectly
with edu101, while arg?2 is aligned perfectly with
edul04. The closest covering RST-DT relation
is CONSEQUENCE. As shown in Figure 5, the
nucleus path from (edul02 — edul04) leads to
(edul02 — edu103) which does not overlap with
arg?2. Therefore, the PDTB relation remains un-
mapped.
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‘ CONSEQUENCE

—

RST-DT
. edul0l1 edul02 — edul04
} T
i edul02 — edul03 edul04
l L l
PDTB

orgt | [o2]

CONTINGENCY.CONDITION

Figure 5: Example of an unclear nucleus path, which is
not mapped.

Multinuclear Relation If at least one of the nu-
cleus paths of the RST-DT segments leads to a mult-
inuclear relation, it becomes impossible to identify
a single nucleus to follow the nucleus path and
we do not map the PDTB relation. In Figure 6,
argl is aligned with (edul39 — edul41), while
arg? is aligned with edu142. As the figure shows,
no single nucleus can be identified at the end of
the nucleus path starting at (edul38 — edul4l)
because the following RST-DT relation, between
(edul38 — edul4l) and (edul39 — eduldl), is
a multinuclear relation and we cannot unambigu-
ously trace itto argl. As a consequence, the PDTB
relation is not mapped.

EVALUATION

RST-DT — T~
edul38 — eduldl eduld?2
| |
| |
| |
< N 1 !
| |
edul38 edul39 — eduldl ! !
| |
| |
| |
O\ ! !
edul39— eduldl | |
edul140 Vo |
| | | |
PDTB ] | |

argl ‘ arg?2

TEMPORAL.ASYNCHRONOUS

Figure 6: Example of a multinuclear relation, which is
not mapped.

Discontinuous Relation If one segment of a
PDTB relation is discontinuous and the other seg-
ment is embedded between its constituents, we at-



tempt to map it. To do so, we verify if the RST-DT
segments aligned with the constituents are related
by a SAME-UNIT relation. If so, the PDTB relation
is mapped to the RST-DT relation between the RST-
DT segment aligned with the continuous PDTB
segment and an RST-DT segment aligned with a
PDTB constituent. An example is shown in Fig-
ure 7. As shown in the figure, (edu96 —edu97) and
edu98 have a SAME-UNIT relation, so we map the
PDTB CONDITION relation, to the RST-DT CIR-
CUMSTANCE relation between edu96 and edu97.

SAME-UNIT

—

edu96 — edu97

RST-DT

|
CIRCUMSTANCE

PDTB

1 8
.3
Q
—
<

’arg}a‘ ’ar??‘

CONDITION
Figure 7: Example of a discontinuous relation mapping.

The five cases above illustrate how the mapping
algorithm works in the different encountered sce-
narios. Based on it, we then established a mapping
between the discourse relations that were success-
fully aligned in the overlapping articles of the RST-
DT and the PDTB.

6 Results

We first present the results of the relation align-
ment (see Section 5.1) and then present the relation
mapping results (see Section 5.2).

6.1 Relation Alignment

Table 4 shows the results of the relation alignment.
Recall that to align a relation across frameworks
both segments of the relation need to be aligned. As
Table 4 shows, the approach was able to align 6,510
(80.0%) of the 8,134 explicit and implicit PDTB
discourse relations in the overlapping articles of
the RST-DT and the PDTB corpus. More precisely,
our proposed algorithm was able to align 3,073
(73.7%) of the 4,169 explicit discourse relations
and 3,437 (86.7%) of the 3,965 implicit relations.
As Table 4 shows, implicit relations have more
successful alignments than explicit relations - 3,437
(86.7%) out of 3,965 vs 3,073 (73.7%) out of 4,169,
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respectively. This is because of the significantly
higher number of discontinuous PDTB segments
in explicit relations. In fact, 729 (17.5%) of all ex-
plicit discourse relations were impossible to align
because at least one of the segments in the PDTB
was discontinuous and no matching SAME-UNIT
label was found in the RST-DT for the same seg-
ment spans. Whereas this only happened to 214
(5.4%) of all implicit discourse relations.

The higher number of discontinuous PDTB seg-
ments in explicit relations also comes as a conse-
quence of the annotation style of the PDTB corpus.
Because explicit relations are annotated based only
on the presence of a connective, they are more
permissive on the location and extent of their ar-
guments. This creates a challenge when aligning
the relations onto the RST-DT, where all adjacent
text segments are connected. Conversely, for the
implicit relations, given their more subjective in-
terpretation, the PDTB only annotates instances
where both arguments are adjacent to each other.
Thus, leading to a clearer agreement with the anno-
tation style of the RST-DT.

Another interesting result shown in Table 4 is
the higher number of imperfect alignments among
explicit relations (836/3,073) compared to implicit
relations (375/3,437). A manual analysis shows
that most of these imperfect alignments correspond
to PDTB relations where the segments are not adja-
cent. This led to instances where the corresponding
RST-DT text segments are made of multiple con-
tiguous segments that do not exactly match the
span of the PDTB segments. This, however, does
not happen for implicit relations as they are only
annotated in the PDTB between adjacent segments.

6.2 Relation Mapping

Once the relation segments were aligned, we
mapped the relation labels (see Section 5.2). Ta-
ble 5 shows the mapping of the 3,073 aligned ex-
plicit discourse relations, while Table 6 shows the
mapping of the 3,437 aligned implicit discouse re-
lations. To keep both tables readable, we show only
discourse relations for which at least one mapping
was found with at least 30 instances. Percentages
and color gradients are calculated row-wise.

As Tables 5 and 6 show, and similarly to what
Demberg et al. (2019) found, we obtain a clearer
mapping for explicit discourse relations when com-
pared to implicit discourse relations. If we con-
sider relations that appear in both tables, such as



H Relation Mapping | Discourse Relation ‘ Type Count Sub-Total ‘ Total

Perfect Mappi 2,237 (28%

Explicit : ¢ efc ;Ipp"Tg T (10;) 3,073 (38%)

t
Possible Mperfect Vappiig (10%) 6,510 (80%)

. Perfect Mapping 3,062 (38%)

Implicit . 3,437 (42%)
Imperfect Mapping 375 (5%)
Embedded Relation 106 (1%)
Unclear Nucleus Path 64 (1%

Explicit ficlear Tucteus T4 %) 1 096 (14%)
. Multinuclear Relation 197 (2%)

Impossible ] ) .
Discontinuous Relation 729 (9%)
Embedded Relation 50 (1%) 1,624 (20%)

Unclear Nucleus Path 81 (1%

Tmplicit niefeat Rucieus b4 (1%) 528 (6%)
Multinuclear Relation 183 2%)
Discontinuous Relation 214 (3%)

| Total 8,134 (100%) | 8.134 (100%) | 8.134 (100%) |

Table 4: Alignment results between relations in the overlapping articles of the RST-DT and the PDTB corpus.

the RST-DT LIST relation, we observe a more pre-
dominant mapping to single explicit PDTB rela-
tions than what we observe for implicit relations.
For instance, 664 (95.0%) out of the 699 RST-
DT LiST relations in Table 5 are mapped to the
PDTB EXPANSION.CONJUNCTION relation. On
the other hand, in Table 6, only 302 (63.0%) out of
479 L1ST relations are mapped to the PDTB EX-
PANSION.CONJUNCTION, while 92 (19.2%) are
mapped to CONTINGENCY.CAUSE and 45 (9.4%)
are mapped to TEMPORAL.ASYNCHRONOUS. The
same is true for other discourse relations occurring
in both tables.

Compared to the results obtained by Demberg
et al. (2019), we observe other similar patterns. For
instance, the PDTB TEMPORAL class in Table 5
shows very clear mappings between the RST-DT
TEMPORAL-SAME-TIME and TEMPORAL-AFTER
to the PDTB explicit TEMPORAL.SYNCHRONOUS
and TEMPORAL.ASYNCHRONOUS, respectively.
In addition, the explicit discourse relations in the
PDTB COMPARISON and CONTIGENCY classes
are harder to unambiguously map to individual
RST-DT relations. Finally, for the discourse re-
lations in the PDTB EXPANSION class in Table 6,
we observe the same difficulties in establishing a
mapping to their RST-DT counterparts.

The clearer mapping between explicit relations
compared to implicit relations, contrasts with the
alignment results presented in Section 6.1. How-
ever, this was expected, since the presence of an
explicit discourse connective allows for a more ob-
jective interpretation of the discourse relation that
holds between the text segments.

7 Conclusion

In this paper we have presented a first empirical
mapping between the RST-DT and the PDTB 3.0
annotated corpora. Following our proposed algo-
rithms we were able to map 6,510 (80.0%) of the
explicit and implicit discourse relations in the 365
Wall Street Journal articles overlapping the RST-
DT and the PDTB 3.0 corpora. Compared to the
76% successfully mapped relations obtained by
Demberg et al. (2019) in their empirical mapping
between the RST-DT and the PDTB 2.0, we were
able to achieve a 4% improvement in mapping cov-
erage.

Our alignment results show a clearer correspon-
dence between segments of implicit discourse
relations when compared to segments of explicit
relations. This is a consequence of the difference
in annotation between the two corpora. Since the
RST-DT establishes discourse relations between all
adjacent text segments, the PDTB often establishes
explicit relations between text segments which
are not adjacent. This creates a challenge for the
alignment algorithm. However, when an alignment
was found, we observed a clearer mapping between
explicit discourse relations than between implicit
discourse relations. This stems from the presence
of discourse connectives which allow for a more
objective interpretation of the relations.

8 Limitations and Future Work

The empirical mapping proposed was based ex-
clusively on the 365 overlapping articles of both
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PDTB COMPARISON CONTINGENCY EXPANSION TEMPORAL Total

RST-DT CONCESSION ‘ CONTRAST CAUSE ‘ CONDITION | CONJUNCTION | ASYNCHRONOUS ‘ SYNCHRONOUS
CONTRAST 61.0% (138) 26.0% (59) 0.0% (0) 0.0% (1) 9.0% (21) 0.0% (0) 4.0% (9) || 100% (228)
List 2.0% (17) 0.0% (2) 0.0% (1) 0.0% (0) 95.0% (664) 0.0% (2) 2.0% (13) || 100% (699)
SEQUENCE 2.0% (2) 0.0% (0) 0.0% (0) 0.0% (0) 72.0% (62) 23.0% (20) 2.0% (2) || 100% (86)
ANTITHESIS 84.0% (207)  7.0% (18) 0.0% (0) 0.0% (1) 3.0% (7) 1.0% (3) 4.0% (11) || 100% (247)
CIRCUMSTANCE 7.0% (20) 0.0% (1) 8.0% (22) 7.0% (18) 5.0% (15) 31.0% (86) 41.0% (112) || 100% (274)
CONCESSION 88.0% (170) 6.0% (11) 0.0% (0) 0.0% (0) 2.0% (4) 2.0% (3) 3.0% (6) || 100% (194)
CONDITION 3.0% (4) 1.0% (2) 0.0% (0) | 84.0% (127) 0.0% (0) 9.0% (13) 3.0% (5) || 100% (151)
ELABORATION-ADDITIONAL 30.0% (54) 5.0% (9) 2.0% (4) 1.0% (1) 56.0% (101) 4.0% (7) 3.0% (5) || 100% (181)
EXPLANATION-ARGUMENTATIVE 19.0% (11) 0.0% (0) | 66.0% (38) 0.0% (0) 0.0% (0) 2.0% (1) 14.0% (8) || 100% (58)
REASON 0.0% (0) 1.0% (1) | 71.0% (54) 0.0% (0) 8.0% (6) 7.0% (5) 0.0% (0) || 100% (76)
TEMPORAL-AFTER 2.0% (1) 0.0% (0) 0.0% (0) 0.0% (0) 4.0% (2) 94.0% (50) 0.0% (0) || 100% (53)
TEMPORAL-SAME-TIME 00%(0)  00%©) | 2.0% (1) 0.0% (0) 0.0% (0) 0.0% ©0) [NO80B @D | 100% (45)

[ Total | (624) | 103) | 130) | 148) | (882) | aso) | @13) | 2292) |

Table 5: Mapping results for the aligned explicit PDTB discourse relations. The table shows only discourse relations
for which there was at least one mapping with a total of at least 30 instances (i.e., 2292 relations instead of 3073).
The percentages and the color grading were calculated row-wise.

PDTB COMPARISON CONTINGENCY EXPANSION TEMPORAL Total
RST-DT CONCESSION CAUSE ‘ PURPOSE | CONJUNCTION | INSTANTIATION | LEVEL-OF-DETAIL | ASYNCHRONOUS
LIST 4.0% (18)  19.0% (92) 0.0% (1) 63.0% (302) 2.0% (9) 0.0% (1) 9.0% (45) || 100% (479)
SEQUENCE 8.0% (6) 7.0% (5) 0.0% (0) 12.0% (9) 0.0% (0) 5.0% (4) 67.0% (49) || 100% (73)
CONSEQUENCE 7.0% (6) = 51.0% (41) 5.0% (4) 19.0% (15) 4.0% (3) 5.0% (4) 10.0% (8) || 100% (81)
ELABORATION-ADDITIONAL 9.0% (77)  27.0% (236) 0.0% (4) 35.0% (311) 5.0% (40) 19.0% (169) 5.0% (42) || 100% (879)
ELABORATION-GENERAL-SPECIFIC 1.0% (1) 15.0% (15) 0.0% (0) 13.0% (13) 18.0% (17) 52.0% (50) 1.0% (1) || 100% (97)
EVIDENCE 2.0% (2) 14.0% (12) 0.0% (0) 13.0% (11) 40.0% (35) 31.0% (27) 1.0% (1) || 100% (88)
EXAMPLE 0.0% (0)  12.0% (13) 0.0% (0) 8.0% (9) 63.0% (68) 16.0% (17) 1.0% (1) || 100% (108)
EXPLANATION-ARGUMENTATIVE 6.0% (14) = 53.0% (132) 0.0% (0) 7.0% (18) 13.0% (31) 20.0% (50) 1.0% (2) || 100% (247)
PURPOSE 00% ©)  3.0% (3) [[960%@22)] 0.0% (1) 0.0% (0) 0.0% (0) 0.0% (0) || 100% (231)
REASON 0.0% (0) 73.0% (35) 13.0% (6) 6.0% (3) 0.0% (0) 6.0% (3) 2.0% (1) || 100% (48)
I Total I (124) | (589) | (237) | (©9) | (203) | (336) | aso) || @331 |

Table 6: Mapping results for the aligned PDTB implicit discourse relations. The table shows only discourse relations
for which there was at least one mapping with a total of at least 30 instances (i.e., 2,331 relations instead of 3,437).
The percentages and the color grading were calculated row-wise.

annotated corpora. We did not consider the remain-
ing non-overlapping articles in our mapping as we
would not be able to find a correspondence to the
existing discourse relations on the other corpora.
Based on our findings we could extrapolate our
mapping to the remaining articles within a certain

discourse frameworks for the fine-tuning of large
language models.

Reproducibility

We used the Gate Embedded API and Java for
the implementation. Our code can be found on

degree of accuracy, but a such a mapping could not  GiHubS.
be afterwards used to attest the robustness of our
approach. Therefore, we preferred to focus only on  Acknowledgements

the articles for which an objective correspondence

could be established between both corpora. The authors would like to thank the anonymous

reviewers for their feedback on the previous ver-
sion of this paper. They would also like to thank
the Linguistics Data Consortium (LDC) for pro-
viding the necessary corpora for this paper. This
work was financially supported by the Natural Sci-
ences and Engineering Research Council of Canada
(NSERC).

As future work, we would like to extend the
work to include AltLex and AltLexC discourse re-
lations to have a more complete mapping between
both corpora. We would also like to develop auto-
matic segmentation and discourse relation classi-
fiers based on our results to then establish a map-
ping between the remaining Wall Street Journal
articles that do not currently overlap the RST-DT
and the PDTB 3.0. This would allow us to gener-

ate a more comprehensive set of discourse anno-
tated data following two of the most widely used

Shttps://github.com/CLaC-Lab/
Mapping-Discourse—Relations
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