
Proceedings of Recent Advances in Natural Language Processing, pages 1197–1206
Varna, Sep 4–6, 2023

https://doi.org/10.26615/978-954-452-092-2_127

1197

Predicting Sentence-Level Factuality of News and Bias of Media Outlets

Francielle Vargas1,2, Kokil Jaidka3, Thiago A. S. Pardo1, Fabrı́cio Benevenuto2

1Institute of Mathematical and Computer Sciences, University of São Paulo, Brazil
2Computer Science Department, Federal University of Minas Gerais, Brazil

3Centre for Trusted Internet and Community, National University of Singapore, Singapore
francielleavargas@usp.br, jaidka@nus.edu.sg
taspardo@icmc.usp.br, fabricio@dcc.ufmg.br

Abstract

Automated news credibility and fact-checking
at scale require accurate prediction of news fac-
tuality and media bias. This paper introduces a
large sentence-level dataset, titled FactNews1,
composed of 6,191 sentences expertly anno-
tated according to factuality and media bias
definitions proposed by AllSides2. We use Fact-
News to assess the overall reliability of news
sources by formulating two text classification
problems for predicting sentence-level factu-
ality of news reporting and bias of media out-
lets. Our experiments demonstrate that biased
sentences present a higher number of words
compared to factual sentences, besides having
a predominance of emotions. Hence, the fine-
grained analysis of subjectivity and impartiality
of news articles showed promising results for
predicting the reliability of the entire media out-
let. Finally, due to the severity of fake news and
political polarization in Brazil, and the lack of
research for Portuguese, both dataset and base-
line were proposed for Brazilian Portuguese.

1 Introduction

Automated fact-checking and news credibility have
become undoubtedly an important research issue
mainly due to the potential for misinformation to
spread in the modern media ecosystem (Guo et al.,
2022). Furthermore, although fake news is spread-
ing on social media, it is necessary a source me-
dia where they would have been posted originally.
Since websites have published low-credible news
in the past, it is likely to happen again (Baly et al.,
2018). Nevertheless, automated news credibility to
assist human efforts and increase the understand-
ing of the news ecosystem as a whole still requires
urgent improvements (Horne et al., 2018).

Nowadays, fact-checking organizations have pro-
vided lists of unreliable news articles and media

1https://zenodo.org/record/7868597
2https://www.allsides.com/

N. Sentence-level news article Label
Title President lowers Brazil’s image with re-

peated misinformation and does not receive
attention from global leaders.

Biased

S1 President Jair Bolsonaro touch a sore point
of Europeans when he pointed out that the
increased use of fossil fuels is a serious en-
vironmental setback, in his opening speech
at the UN General Assembly, Tuesday (20).

Biased

S2 Germany received criticism at the UN for
the investment agreement with Senegal for
the production of gas in the African country.

Factual

S3 “This constitutes a serious setback for the
environment”, he said, referring to the Eu-
ropeans

Quotes

S4 However, Bolsonaro signed measures con-
trary to environmental protection during the
four years of the Brazilian government.

Factual

S5 There is a huge difference between speak-
ing at the UN and being heard at the UN.

Biased

Table 1: Sentence-level factuality and bias prediction.

sources (Baly et al., 2018). Notwithstanding, these
are inefficient once they need to be updated faster,
besides being a very time-consuming task and re-
quiring domain expertise.

A strategy to measure the credibility of news
sources had already been done using the distribu-
tion of biased news in media outlets. While journal-
ism is tied to a set of ethical standards and values,
including truth and fairness, it often strays from
impartial facts (Mastrine, 2022). As a result, bi-
ased news are produced, which may be correlated
with the increasing polarization of media (Ham-
borg, 2020; Prior, 2013; Gentzkow and Shapiro,
2010). Moreover, media outlets play an impor-
tant role in democratic societies (Baly et al., 2020)
against sophisticated strategies of misinformation.

The state-of-the-art media bias detection has cen-
tered around predicting political-ideological bias
(left, center, right) of news media. Most of the
proposals use lexical bias that is linked to lexical

https://zenodo.org/record/7868597
https://www.allsides.com/
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and grammatical cues and typically does not de-
pend on context outside of the sentence. Also, it
can be alleviated while maintaining its semantics:
polarized words can be removed or replaced, and
clauses written in active voice can be rewritten in
passive voice (Fan et al., 2019). In the same set-
tings, the definition of frame bias (Recasens et al.,
2013) is also used to identify media bias, which
occurs when subjective or opinion-based words are
applied. In a study proposed by Fan et al. (2019), a
frame-based analysis was performed for sentence-
level media bias detection. The authors suggest
that informational bias can be considered a specific
form of framing in which there is an intention of
influencing the reader’s opinion of an entity (Fan
et al., 2019). In this paper, we identify sentence-
level media bias according to a guideline proposed
by AllSides (Mastrine, 2022), which describes 16
different types of media bias.

Most researchers address media bias and factu-
ality either at the level of media outlet (Baly et al.,
2018) or at the level of individual article (Roy and
Goldwasser, 2020; Baly et al., 2020). Nevertheless,
each article comprises multiple sentences, which
vary in their embedded bias (Lim et al., 2020), as
well as factuality and quotes, as shown in Table 1.

Observe that factual sentences are a type of in-
formation presented with impartiality, focused on
objective facts (e.g. S2, S4). In contrast, biased
sentences stray from impartial facts and present the
point of view of the journalist (e.g. Title, S1, S5),
which may influence readers’ perceptions. There
are also direct quotes, which are neither biased sen-
tences nor factual sentences (e.g. S3). Therefore,
the news media sources may affect the power of
swaying public opinion through the practical limi-
tation to impartiality or using deliberate attempts
to go against or in favor of something or someone.

Taking advantage of the fact that textual anal-
ysis of news articles published by a media outlet
is critical for assessing the factuality of its report-
ing, and its potential bias (Baly et al., 2018), we
tackle both biased and factual sentence prediction
by using a strategy that has proved to be effec-
tive. In accordance with the literature, we created
a new dataset titled FactNews composed of 6,191
sentences from 100 news stories totaling 300 doc-
uments. The same news story was extracted from
three different media outlets. Furthermore, each
sentence of the dataset was annotated with three
different classes according to factuality and media

bias definitions proposed by AllSides (Mastrine,
2022): (i) factual spans, which consists of a type
of information presented with impartiality focused
on the objective fact or, in other words, they are
sentences that describe a fact and are committed to
objectivity; (ii) biased spans, specifically biased
spans were classified according to 12 types of me-
dia bias proposed by AllSides (Mastrine, 2022),
which we describe in detail in Section 3.2.2; ad-
ditionally, (iii) quotes consist of direct statements
often followed by quotation marks that journalists
in general use to report the speech of someone
involved in the reported event. In this paper, we
argue that quotes should be defined differently than
biased and factual spans.

Furthermore, we trained two different models
using fine-tuned BERT. The first model predicts
whether the sentence of a given news article is
factual or not. The second model predicts whether
the sentence of a news article from a given news
media outlet is biased or not. As a result, baseline
models for sentence-level factuality and sentence-
level media bias prediction by BERT fine-tuning
were presented in order to provide a more accurate
score of the reliability of the entire media source.
Our contributions may be summarized as follows:

• We focus on an under-explored and surely
relevant problem: predicting the factuality of
news reporting and bias of media outlets.

• We create the first large-scale and manually
annotated dataset at the sentence-level for
both tasks in Portuguese. The dataset, agree-
ments/disagreements, and code are available,
which may facilitate future research.

• We present a new annotation schema to iden-
tify media bias and factuality, as well as a
baseline for the factual sentence prediction
task.

• We provide data analysis on factual and biased
sentences demonstrating the reliability of the
proposed annotation schema and models.

In what follows, in Section 2, related work is pre-
sented. Section 3 describes the proposed FactNews
dataset, and Section 4 our experimental settings. In
Section 5, baseline results for sentence-level fac-
tuality and media bias prediction are shown. In
Section 6, conclusions are presented.



1199

2 Related Work

2.1 News Credibility

While the assessing of news has been made mainly
by journalists, information analysts, and news con-
sumers, this task has become complex due to the
ever-growing number of news sources and the
mixed tactics of maliciously false sources and mis-
information strategies (Horne et al., 2018). News
credibility state-of-the-art has been mostly focused
on measuring the reliability of news reporting
(Pérez-Rosas et al., 2018; Hardalov et al., 2016)
or the entire media outlets (Baly et al., 2018; Horne
et al., 2018; Baly et al., 2019), as well as social
media platforms (Castillo et al., 2011; Mukher-
jee and Weikum, 2015) in order to mitigate fake
news harmful spreading. Furthermore, as stated
by Baly et al. (2018), estimating the reliability
of a news source is relevant not only when fact-
checking a claim (Popat et al., 2016; Nguyen et al.,
2018), nevertheless, it provides a surely contribu-
tion in order to tackle article-level tasks such as
“fake news” detection (De Sarkar et al., 2018; Yuan
et al., 2020; Reis et al., 2019; Pan et al., 2018;
Vargas et al., 2022; Dong et al., 2015). News cred-
ibility information has been studied at different
levels (Baly et al., 2018): (i) claim-level (e.g., fact-
checking), (ii) article-level (e.g., “fake news” de-
tection), (iii) user-level (e.g., hunting for trolls),
and (iv) medium-level (e.g., source reliability esti-
mation). In this paper, we focus on predicting the
factuality of reporting and bias of media outlets at
medium-level towards source reliability estimation.

2.2 Fact-Checking

According to Guo et al. (2022), fake news detec-
tion and fact-checking are different tasks once that
fact-checkers focus on assessing news articles and
include labeling items based on aspects not related
to veracity, besides other factors—such as the au-
dience reached by the claim, and the intentions
and forms of the claim—are often considered, as
well as the context of propaganda detection (Mar-
tino et al., 2020). Fact-checking state-of-the-art at
the claim-level, as claimed by (Baly et al., 2018)
mostly uses information extracted from social me-
dia, i.e., based on how users comment on the tar-
get claim (Ribeiro et al., 2022; Baly et al., 2019),
so as to the use of the Web data as information
source (Mihaylova et al., 2018; Reis et al., 2020;
Mihaylova et al., 2018).

2.3 Media Bias Detection

Article-level media bias consists of predicting
whether a news article is biased. This task was
studied in (Sapiro-Gheiler, 2019). They predicted
political ideology using recursive neural networks
(Iyyer et al., 2014). Baly et al. (2019) proposed a
multi-task regression framework aiming to predict
the trustworthiness and ideology of news media.
Liu et al. (2022) applied the pre-trained language
model for the political domain to characterize polit-
ical stance. Baly et al. (2020) created a model from
media sources, such as a shortcut, for predicting
ideology using adversarial networks.

Sentence-level media bias consists of a task
aiming to predict whether each sentence of a news
report is biased or not. Fan et al. (2019) pro-
vided the first sentence-level annotated dataset ti-
tled BASIL, composed of 300 news articles anno-
tated with 1,727 biased spans and 6,257 non-biased
sentences, as well as fine-tuning BERT baseline
experiments reaching an F1-Score of 47,27%. Lim
et al. (2020) created a new dataset titled biased-
sents, which is composed of 966 sentences from 46
English-language news articles covering four differ-
ent events. Färber et al. (2020) proposed a dataset
of 2,057 sentences annotated with four labels: hid-
den assumptions, subjectivity, framing, and bias.
Spinde et al. (2021) provided an annotation-expert
project through a new dataset titled BABE. This
dataset consists of 3,700 sentences balanced among
topics and outlets, and a fine-tuned BERT base-
line reaching an F1-Score of 80,04%. Lastly, Lei
et al.(2022) showed that embedded discourse struc-
ture for sentence-level media bias effectively in-
creases the recall by 8.27% - 8.62%, and precision
by 2.82% - 3.48%.

2.4 Factuality of News Reporting

Predicting the factuality of news reporting is defi-
nitely an under-explored research topic. This task
consists of predicting whether a news report on
news media is factual or not. Baly et al. (2018)
studied article-level factuality of news reporting.
They proposed a baseline by analyzing textual con-
tent (syntactic and semantic) of news reporting
given a news media source with features based on
sentiment, morality, part-of-speech, etc. The best
model obtained 58.02% at F1-Score. Bozhanova
et al. (2021) studied the factuality of reporting of
news media outlets by studying the user attention
cycles in their YouTube channels.
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3 FactNews Dataset

We collected, annotated, and released a new dataset
titled FactNews, which consists of a sentence-level
annotated dataset in Brazilian Portuguese that con-
tains 6,191 annotated sentences, as follows: 4,302
sentences annotated as factual spans; 1,389 sen-
tences annotated as quotes, and 558 sentences an-
notated as biased spans. The entire dataset-building
process lasted an average of six months. A dataset
overview is shown in Table 4. We first selected
three different well-known and relevant media out-
lets in Brazil, and extracted the same news story
from each one of them, as shown in Table 2.

Media News Reporting
Folha O presidente Jair Bolsonaro colocou o dedo

na ferida dos europeus ao apontar que o
aumento do uso de combustı́veis fósseis é
um grave retrocesso ambiental, em seu dis-
curso de abertura da Assembleia-Geral da
ONU na manhã desta terça-feira (20). Pres-
ident Jair Bolsonaro touch a sore point of
Europeans when he pointed out that the in-
creased use of fossil fuels is a serious en-
vironmental setback, in his opening speech
at the UN General Assembly this Tuesday
morning (20) (...)

Estadão O presidente Jair Bolsonaro encerrou seu
discurso na Assembleia-Geral da ONU,
nesta terça-feira, 20, afirmando que o povo
brasileiro acredita em “Deus, Pátria, famı́lia
e liberdade”, que tem inspiração no fas-
cismo de Benito Mussolini (1883-1945).
President Jair Bolsonaro ended his speech
at the UN General Assembly, this Tuesday,
20, stating that the Brazilian people believe
in “God, Fatherland, family and freedom”,
which has by the fascism of Benito Mus-
solini (1883-1945) (...)

O Globo O presidente Jair Bolsonaro seguiu o roteiro
de campanha em seu discurso na Assem-
bleia Geral da Organização das Nações
Unidas (ONU), em Nova York (EUA),
e aproveitou para atacar o ex-presidente
Luiz Inácio Lula da Silva nesta terça-feira
(20)(...) President Jair Bolsonaro followed
the campaign script in his speech at the
General Assembly of the United Nations
(UN) in New York (USA), and took the op-
portunity to attack former president Luiz
Inácio Lula da Silva this Tuesday (20 )(...)

Table 2: The same news story was collected from three
different Brazilian media outlets, which reports the Jair
Bolsonaro (former President) speech at the UN in 2022.

3.1 Data Collection
As shown in Table 4, the proposed FactNews was
collected from 100 news articles in triples - the
same news story from three different Brazilian me-
dia news outlets: Folha de São Paulo3, O Globo4,
and Estadão5, resulting in 300 documents.

Furthermore, we used a statistical approach and
a search algorithm, in order to collect news related
to six different domains (e.g. politics, world, daily,
sports, science, and culture) from periods 2006-
2007 and 2021-2022. Therefore, in accordance
with relevant literature of the area, we selected
three news articles from different news outlets re-
lated to the same topic or story (Spinde et al., 2021;
Baly et al., 2020; Fan et al., 2019).

3.2 Data Annotation
3.2.1 Annotators Profile
In order to ensure the reliability of data annota-
tion, two different annotators, a linguist and a com-
puter scientist from different regions (southeast and
northeast) performed the task, both with at least a
Ph.D. degree or Ph.D. candidate status. Further-
more, the annotation task was led by an NLP re-
searcher, and the annotators were supported by our
annotation schema (see Figure 1), and a guideline
with rich examples proposed by AllSides.

3.2.2 Annotation Schema
Corroborating our objective of classifying factual-
ity and bias at the sentence level, we segmented
each one of the 300 news articles in sentences and
annotated them according to three different classes:
(i) factual spans, (ii) biased spans, and (iii) quotes,
as shown in Figure 1.

We proposed an expert annotation schema for
sentence-level factuality and media bias classifi-
cation. We first evaluated whether the sentence
was committed with impartiality. In other words,
whether it presented a type of information focused
on objective facts. Whether “yes”, it should be clas-
sified as factual span. Otherwise, it should be clas-
sified as a biased span taking into account 12 types
of media bias defined by AllSides (Mastrine, 2022),
described as follow. We did not consider 4 types
(slant, bias by omission, bias by story choice, and
photo bias), from the AllSides guidelines6, once
they did not match our sentence-level proposal.

3https://www.folha.uol.com.br/
4https://oglobo.globo.com/
5https://www.estadao.com.br/
6https://tinyurl.com/3aphktzf

https://www.folha.uol.com.br/
https://oglobo.globo.com/
https://www.estadao.com.br/
https://tinyurl.com/3aphktzf


1201

Figure 1: FactNews annotation schema.

1. Spin: This type of bias consists of vague, dra-
matic, or sensational language. For example
“President Donald Trump gloated over mass
layoffs at multiple news outlets on Saturday”.
Note that “gloated” is evidence of subjective
interpretation from the journalist meaning that
Trump’s tweet shows he is smug or taking
pleasure in the layoffs.

2. Unsubstantiated Claims: This bias occurs
when journalists provide claims in their re-
porting without including any evidence. For
example, “Sen. Kamala Harris condemned
the violent attack on actor Jussie Smollett,
calling it an attempted modern-day lynching”.

3. Opinion Statements Presented as Facts:
In this bias, journalists use subjective lan-
guage or statements under the guise of report-
ing objectively, which is based on personal
opinions, assumptions, beliefs, tastes, prefer-
ences, or interpretations. For example, “The
EPA is lifting greenhouse gas limits on coal
power plants: The latest proposal won’t stop
the steady decline of the coal industry”. Note
that the underline statement shows the point
of view of the journalist.

4. Sensationalism/Emotionalism: Here, the in-
formation is presented in a way that provides
a shock or triggers a deep impression. For
example, “If seats that look like this one in
Rio de Janeiro are toss-ups in November, it’s
going to be a bloodbath”.

5. Mudslinging/Ad Hominem: This type of me-
dia bias occurs when unfair or insulting things
are said about someone in order to damage
their reputation. For example, “Bret Stephens
is not a bedbug. He is a delicate snowflake”.

6. Mind Reading: This bias occurs when
journalists assume they know what an-
other person thinks, or thinks that the way
they see the world reflects the way the
world really is. For example, “Bolsonaro’s
hatred of looking foolish and left party’ con-
viction that they have a winning hand is leav-
ing the President with no way out of the stale-
mate over his gun port legalization.”.

7. Flowed Logic: This bias consists of a type
of faulty reasoning resulting in misrepresent-
ing people’s opinions or arriving at conclu-
sions that are not justified by the given ev-
idence (e.g. arriving at a conclusion that
doesn’t follow from the premise). For exam-
ple, “Two-time failed Democratic presidential
candidate Hillary Clinton snubbed Melania
Trump during George H.W. Bush’s funeral,
refusing to shake her hand (...), and an awk-
ward and bitter nod back from Hillary”.

8. Omission of Source Attribution: This bias
occurs when a journalist does not back up
their claims by linking to the source of that
information. For example, when journalists
claim “critics say” without specific attribution.

9. Subjective Qualifying Adjectives: Jour-
nalists can reveal this bias when they in-
clude subjective, qualifying adjectives in
front of specific words or phrases. For ex-
ample, “Rep. Madison Cawthorn issues
sinister warning to anyone opposing Him.
The extremist republican ranted about liber-
als trying to make people “sexless””. Note
that subjective qualifiers are closely related to
spin words and phrases once they obscure the
objective truth and insert subjectivity.
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10. Word Choice: This bias occurs when words
and phrases are loaded with political impli-
cations. Therefore, the words or phrases a
media outlet uses can reveal its perspective
or ideology. Examples of Polarizing Word
Choices: “pro-choice — anti-choice”, “gun
rights — gun control”, “riot — protest”, “ille-
gal immigrants — migrants”.

11. Negativity Bias: Journalists can emphasize
bad or negative news, or frame events in a
negative light. For example, news articles re-
lated to death, violence, turmoil, and struggle,
tend to obtain more attention and elicit more
shock, and fear. As a result, we keep reading
the news, in order to know more on this issue.

12. Elite v. Populist Bias: Journalists can de-
fer to the beliefs, viewpoints, and perspec-
tives of people who are part of society’s most
prestigious or not prestigious. Furthermore,
Elite/populist bias has a geographic compo-
nent. For example, “The FDA turned a blind
eye or colluded with unbelievable harms re-
vealed in the Pfizer documents, so the FDA
can’t be trusted. The CDC can’t be trusted”.
Here, the journalist pushes back against the
elite government, saying they can’t be trusted.

3.2.3 Annotation Evaluation
We computed the inter-annotator agreement score
using Cohen’s kappa (Sim and Wright, 2005). We
obtained a kappa score of 82%. We also analyzed
the matrix of agreements and disagreements among
annotators for each class (e.g. factual, biased, and
quotes). Results are shown in Table 3.

FactNews Dataset Annotator 1 Total
Factual Biased Quotes

Annotator 2
Factual 4,211 27 7 4,245
Biased 284 261 1 546
Quotes 138 6 1,256 1,400

Total 4,633 294 1,264 6,191
Kappa 0.82

Table 3: Inter-annotator agreement by Kappa.

Observe that two annotators, a linguist (expert in
media bias) and a computer scientist (non-expert)
labeled the FactNews dataset. Moreover, disagree-
ment cases7 were also judged by two judges, and
three meetings were carried out, in which annota-
tors could discuss and re-evaluate the given labels.

7https://zenodo.org/record/7868597/

Furthermore, as shown in Table 3, the high val-
ues obtained by diagonal lines (e.g. 4,211, 261,
1,256) are indicative of high-human agreement. We
also observed that annotator 2, which is a specialist,
provides better media bias classification compared
with annotator 1, which is a non-specialist. For
example, while both annotators agreed on the bias
labels with 261 matches between them, 284 labels
were classified by annotator 1 as “factual” and by
annotator 2 (specialist) as “biased”. These cases
were mostly decided by judges as being “biased”.

3.3 Data Analysis
Table 4 shows the dataset statistics. The FactNews
is composed of 6,191 sentences annotated accord-
ing to three classes: factual spans (4,242), quotes
(1,391), and biased spans (558). Most of the sen-
tences (68.51%) are factual spans, in contrast to
quotes (22.52%) and biased (8.81%) categories, re-
spectively. Each news article consists of an average
of 24.27 sentences of which 14.14 are classified as
factual sentences, 7.06 as quotes, and 3.27 as biased
sentences. Furthermore, factual sentences contain
an average of 20.36 words, biased sentences 22.14
words, and quotes 17.38 words.

Furthermore, biased spans present more words
than factual spans in all grammar categories (e.g.
nouns, verbs, adjectives), as well as predominance
in terms of emotion lexicon. Lastly, the titles of
news articles hold 8.36% bias, 5.33% quotes, and
86% of factual sentences. On the other hand, the
body of news articles holds 13.35% bias, 20.38%
quotes, and 66.27% of factual sentences.

In Figure 2, we also show the distribution of fac-
tual and biased sentences across domains according
to each media news outlet. Notably, the distribu-
tion of factuality is equivalent across different do-
mains. Differently, the distribution of bias varies
in accordance with the domain and media outlet.
Considering the labels across domains, 62.55% are
related to politics; 14.21% world; 7.14 sport; 6.67
daily; 6.65 culture; and 1.98% science.

Figure 2: The cross-domain distribution of factual and
biased sentences from different media outlets.

https://zenodo.org/record/7868597/
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4 Baseline Experiments

4.1 Motivations and Goals
As mentioned before, news credibility analysis and
fact-checking are both time-consuming tasks. Fur-
thermore, with the amount of new information that
appears and the speed with which it spreads, man-
ual validation is insufficient (Guo et al., 2022). Nev-
ertheless, automated approaches present several
challenges, since automated trustworthiness analy-
sis is a technically complex issue, besides involving
a wide variety of ethical dilemmas.

Instead of analyzing the veracity of news articles,
in this paper, we are interested in the fine-grained
characterization of the entire media outlet by pre-
dicting the factuality of news reporting and bias of
media outlets for source reliability estimation.

We aim to predict sentence-level media bias and
factuality by analyzing different types of media
bias and journalist factuality definitions, both pro-
posed by AllSides (Mastrine, 2022). Specifically,
we first built the state-of-art media bias detection
models. Secondly, a baseline sentence-level factu-
ality detection model was proposed by analyzing
the subjectivity and impartiality of text content. As
a result, we hope to explain more accurately the
overall reliability of the entire news media source.

4.2 Model Architecture
First of all, we argue that factual spans contain a
type of information that deals with facts, hence it
is impartially focused on objective facts. In con-
trast, non-factual information contains a type of
information presented subjectively (with partial-
ity) that often strays from objective facts. Taking
into account this premise, we describe both model’s
sentence-level media bias and factuality, as follows:

Sentence-Level Media Bias Model: We imple-
mented the state-of-the-art sentence-level media
bias models (Fan et al., 2019) on the FactNews
dataset. Our model for media bias uses a binary
class variable composed of biased spans (558 la-
bels) versus unbiased spans (558 labels).

Sentence-Level Factuality Model: We hypoth-
esize that the factuality of news reporting may be
predicted by analyzing the subjectivity and impar-
tiality of text content, which is inspired by Baly
et al., (2018). Since factual sentences are impar-
tially focused on objective facts, in contrast to the
biased ones that are partially presented and focused
on subjective interpretations, we built a model to
predict sentence-level factuality based on aspects

of subjectivity and impartiality. Finally, once both
biased spans and quotes present evidence of sub-
jective interpretation of facts (Hu et al., 2023), our
sentence-level factuality model is composed of a
binary class variable from biased spans and quotes
(1,949 labels) versus factual spans (1,949 labels).

4.3 Learning Methods and Features Set

In data preparation, we segmented sentences using
the spaCy library and only special characters were
removed. As learning method, we used the SVM
with linear kernel. We split our data into train
(90%), and test (10%), and applied the 10-fold
cross-validation. We also used the undersampling
(Witten et al., 2016) to balance the classes. Finally,
a robust set of experiments was performed using
four model architectures inspired by Baly et al.
(2018), which we describe in detail as follows:

BERT fine-tuning: We used the best BERT fine-
tuned model by Keras, held batch size at 64, max-
imum of 500 features, learning rate at 2e-05 and
number of epochs at 4.

Subjective-lexicons: We evaluated a BoW using
features extracted from sentiment and emotion lex-
icons (Pasqualotti, 2008), which present semantic
polarity and emotion types.

Part-of-speech (POS): We evaluated a BoW
using features based on POS, more precisely, noun,
verb, adjective, adverb, pronoun, and conjunctions,
which was supported by the spaCy tagging.

TF-IDF: Baseline vector space model.

5 Results and Discussion

Table 5 summarizes the performance of the mod-
els. We further provide a comparison of results
in Table 6. The best model for sentence-level
factuality prediction obtained 88% of F1-Score.
For sentence-level media bias prediction, the best
model obtained 67% of F1-score. Notably, the part-
of-speech model presented competitive results for
both tasks in contrast to the subjective lexicons,
which obtained poor results for both tasks.

5.1 Comparing Results

While a direct comparison is unfair (as the authors
use different datasets), it offers an idea of the gen-
eral performance, as shown in Table 6. Note that
although it only offers an idea of the general per-
formance, our sentence-level factuality prediction
model (88%) significantly outperforms the article-
level factuality prediction baseline (58%).
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Description
Folha de São Paulo Estadão O Globo Allfactual quotes biased factual quotes biased factual quotes biased

#Articles 100 100 100 300
#Sentences 1,494 450 231 1,428 483 182 1,320 458 145 6191

#Words 30,374 7,946 5,177 30,589 8,504 4,002 25,505 7,740 3,195 123,032
Avg Sentences/Article 14.94 7.03 3.78 14.28 7.00 3.19 13.20 7.15 2.84 8.15
Avg Words/Sentences 20.33 17.65 22,41 21,45 17,60 21,98 19,32 16,89 22,03 19,96

Body/Title Body 1,337 440 207 1,218 473 162 1,089 441 131 5,498
Title 157 10 24 210 10 20 231 17 14 693

Domains

Political 912 340 130 870 352 106 748 351 64 3,873
World 224 48 31 224 49 27 216 32 29 880
Sports 100 23 34 124 25 29 98 18 39 490
Daily 132 11 2 98 7 4 148 7 4 413

Culture 98 26 32 72 42 15 77 45 5 412
Science 28 2 2 40 8 1 33 5 4 123

Part-of-speech
(Avg)

Noun 4.85 4.09 5.72 5.21 4.12 5.60 4.59 3.82 5.19 4.79
Verb 2.20 2.55 2.60 2.28 2.51 2.53 2.00 2.44 2.57 4.18

Adjective 1.03 1.03 1.32 1.11 1.08 1.32 0.94 0.97 1.48 1.14
Adverb 0.67 0.82 0.93 0.67 0.94 0.90 0.59 0.90 0.94 0.81

Pronoun 0.52 1.02 0.73 0.51 0.97 0.56 0.47 0.90 0.59 0.69
Conjunction 0.51 0.55 0.61 0.54 0.57 0.73 0.51 0.88 0.70 0.62

Emotion
(Avg)

Happiness 0.12 0.22 0.20 0.16 0.28 0.26 0.13 0.28 0.22 0.20
Disgust 0.03 0.06 0.05 0.04 0.06 0.03 0.04 0.04 0.04 0.04

Fear 4.18 3.80 4.63 4.41 3.77 4.56 4.05 3.60 4.50 4.16
Anger 0.05 0.06 0.13 0.07 0.07 0.12 0.06 0.08 0.20 0.09

Surprise 0.01 0.03 0.03 0.01 0.03 0.05 0.01 0.02 0.01 0.02
Sadness 5.86 5.71 6.52 6.17 5.55 6.48 5.56 5.40 6.19 5.93

Polarity
(Avg)

Positive 2.41 3.25 2.93 2.55 3.22 2.95 2.26 3.26 2.96 2.86
Negative 0.05 0.06 0.05 0.07 0.10 0.09 0.06 0.07 0.06 0.06
Neutral 9.55 9.77 10.93 9.92 9.52 11.03 8.91 9.28 10.56 9.94

Table 4: FactNews dataset statistics.

Sentence-Level Factuality Precision Recall F1-Score
BERT fine-tuning 0.89 0.89 0.88
Part-of-speech 0.77 0.77 0.76
TF-IDF 0.81 0.69 0.66
Polarity-lexicon 0.63 0.62 0.62
Emotion-lexicon 0.61 0.61 0.61
Sentence-Level Media Bias Precision Recall F1-Score
BERT fine-tuning 0.70 0.68 0.67
Part-of-speech 0.67 0.66 0.66
Polarity-lexicon 0.50 0.50 0.50
Emotion-lexicon 0.53 0.52 0.50
TF-IDF 0.78 0.58 0.48

Table 5: Sentence-level factuality and bias prediction.

Sentence-Level Media Bias Prediction
Datasets Lang Docum. Sent. F1-Score
BASIL (baseline) En 300 news 7,984 0.47
Biased-sents En 46 news 966 -
BABE En 100 news 3,700 0.80
FactNews Pt 300 news 6,191 0.67

Sentence-Level Factuality Prediction
FactNews (baseline) Pt 300 news 6,191 0.88

Article-Level Factuality Prediction
MBFC (baseline) En 1,066 medias - 0.58
MBFC corpus En 489 medias - 0.76*

Table 6: Result analysis in comparison with literature.

6 Conclusions

Since low-credibility media outlets may potentially
be targeted for the spreading of misinformation, we
study the factuality of news reporting and bias of
media outlets at the sentence-level for fine-grained

source reliability estimation. We further provide a
new data resource and baselines for Brazilian Por-
tuguese low-resourced language. We first created a
large and manually-annotated dataset for sentence-
level factuality and media bias prediction. Then,
we provided a detailed data analysis, demonstrat-
ing the reliability of the annotation schema and
models. Finally, baseline models for sentence-level
factuality and media bias prediction by BERT were
presented in order to provide an accurate score of
the reliability of the entire news media. Results
also showed that biased spans are more numerous
in words and emotions compared to factual spans.
Moreover, media outlets presented different propor-
tions of bias, and its distribution in news articles
may vary according to the domain, in contrast to
factual spans. We also concluded that expert anno-
tators are more successful to identify media bias.
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