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Abstract
Predictions from Machine Learning models can
reflect bias in the data on which they are trained.
Gender bias has been shown to be prevalent in
Natural Language Processing models. The re-
search into identifying and mitigating gender
bias in these models predominantly considers
gender as binary, male and female, neglecting
the fluidity and continuity of gender as a vari-
able.

In this paper, we present an approach to eval-
uate gender bias in a prediction task, which
recognises the non-binary nature of gender. We
gender-neutralise a random subset of existing
real-world hate speech data. We extend the ex-
isting template approach for measuring gender
bias to include test examples that are gender-
neutral. Measuring the bias across a selection
of hate speech datasets we show that the bias for
the gender-neutral data is closer to that seen for
test instances that identify as male than those
that identify as female.

1 Introduction

Natural Language Processing (NLP) models and
systems are developed by using text content cre-
ated by humans and they may incorporate biases
that exist in the data. These biases can then be
reflected in the results produced by these models
and systems when they are used in downstream
applications (Dixon et al., 2018; Park et al., 2018).
Additionally, word embeddings, which are repre-
sentations of words and sentences generated from
large amounts of natural language text, may also
exhibit and even magnify certain features of the
data, such as gender stereotypes (Bolukbasi et al.,
2016; Caliskan et al., 2017; Zhao et al., 2017).

An issue with existing research is that it con-
siders gender as binary neglecting the fluidity and

continuity of gender as a variable (Stanczak and
Augenstein, 2021). Many of the data resources
in NLP currently are inadequate for identifying
gender bias as they often have a significant under-
representation of female or non-binary instances.
(Stanczak and Augenstein, 2021). There is a need
to incorporate gender-neutral linguistic forms in
datasets and algorithms to recognise the non-binary
nature of gender. This impacts on algorithms too,
such as language models which learn meaningless
unstable representations for non-binary associated
pronouns and terms (Dev et al., 2021).

In this paper, we present an approach to measure
gender bias in a downstream task to identify abu-
sive or hate speech that considers male, female, and
gender-neutral gender identities. Due to the lack
of datasets that include gender-neutral linguistic
forms, we adjust existing real-world datasets by
gender-neutralising a random subset of instances.

A challenge with measuring gender bias in nat-
ural language training data is the lack of gender
identification in the data. One solution to this is
to generate synthetic test data with a known gen-
der identity using a template approach known as
GBETs (Sun et al., 2019). Our approach has ex-
tended existing binary template definitions to in-
clude identity terms that reflect gender neutrality.
We use a suite of measures presented by Borkan
et al. (2019b) which are threshold agnostic to mea-
sure gender bias.

The downstream task we address is abusive and
hate speech which involves language that is in-
tended to be harmful and specifically targets in-
dividuals based on their affiliation with a particular
group, such as their race, gender, sexuality, reli-
gion, or other protected characteristics (Röttger
et al., 2021). Hate speech detection models exhibit
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gender biases towards certain identity terms due to
factors such as an uneven distribution of identity
terms in hate speech datasets and the excessive use
of certain identity terms in hate speech sentences.
For instance, some terms, like "women" and "fem-
inism," can be frequently associated with sexist
comments in benchmark datasets. These factors
can lead to overfitting of the original hate speech
detection model, which in turn may result in in-
correct generalisations, such as linking the word
"women" with a "hateful" label (Park et al., 2018;
Mozafari et al., 2020).

We evaluate gender bias on three real-world hate
speech datasets that have been adjusted to include
data instances with a gender-neutral identity. The
findings show that the bias for gender-neutral data
is closer to that seen for data that is identified as
male than data that is identified as female.

The contribution of this work lies in its recog-
nition and exploration of the non-binary nature of
gender in the context of measuring and addressing
bias in NLP models and systems. While previous
research has primarily focused on gender as a bi-
nary variable, this study goes beyond the traditional
binary categorization and acknowledges the fluidity
and continuity of gender identities. By incorporat-
ing gender-neutral linguistic forms in datasets we
aim to promote gender inclusion and recognise the
non-binary spectrum of gender. This approach al-
lows for a more comprehensive understanding of
gender bias in NLP and provides insights into the
biases present in hate speech detection models.

2 Related Work

In supervised learning contexts, there is significant
research that identifies and measures bias in down-
stream NLP tasks. Gender and racial biases (Kir-
itchenko and Mohammad, 2018), as well as biases
against queer individuals (Ungless et al., 2023) and
people with disabilities (Hutchinson et al., 2020)
have been identified in sentiment analysis tasks.
Gendered occupational stereotypes are reflected
in errors made by co-reference resolution systems
(Zhao et al., 2018; Rudinger et al., 2017) and oc-
cupational classification models (De-Arteaga et al.,
2019).

A wide range of research into gender bias stud-
ies predominantly focuses on two genders, male
and female, not recognising the experiences of in-
dividuals who identify as non-binary or gender
non-conforming. This is a significant limitation

of much of the existing research, as it fails to fully
capture the diverse experiences and perspectives
of individuals across the gender spectrum. Recent
research has highlighted the importance of includ-
ing non-binary identities in NLP studies. Stud-
ies focusing on neopronouns have shown that lan-
guage models have difficulties processing them
in various languages, including Swedish, Danish,
and English (Brandl et al., 2022). Also, work by
Cao and Daumé III (2021) proposes methods for
improving gender inclusivity throughout the Ma-
chine Learning lifecycle, including data collection,
model training, and evaluation. A road map toward
the integration of inclusive language in translation,
with a focus on machine translation tasks, has been
discussed in work by Piergentili et al. (2023). This
work focuses on gender-neutralisation strategies in
the context of English-Italian translation.

Moreover, in order to improve support for in-
dividuals who identify as non-binary or gender
non-conforming, enabling them to self-identify
their preferred pronouns and interact with technol-
ogy in a manner that aligns with their social iden-
tity, gender-neutral rewriting models have emerged
(Sun et al., 2021; Vanmassenhove et al., 2021) in
the text generation task. The purpose of a gender-
neutral rewriter is to automatically identify the gen-
dered language in a text and replace it with gender-
neutral alternatives. In order to produce gender-
neutral language, research by Sun et al. (2021);
Vanmassenhove et al. (2021) in a relatively simi-
lar approach proposed a rule-based and neural ap-
proach to automatically rewrite text to be more
gender-neutral. The system is designed to identify
gender identity words such as "he/she" and replace
them with "they". The goal is to promote inclu-
sivity and reduce bias in language use by avoiding
gender-specific language that may reinforce gen-
der stereotypes or exclude individuals who do not
identify with traditional gender roles.

2.1 Measuring Gender Bias

The primary method to measure gender bias in a
downstream task is to measure performance differ-
ences across gender as the system’s performance
should not be influenced by gender. This requires a
way to isolate gender in the test instances which are
used to measure the system performance. While it
is possible to isolate and identify gender for some
types of training data, e.g. job applications in re-
cruitment, for most textual corpora there is no ob-
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vious gender identification. Gender identification
is typically done by generating synthetic test sets
that contain test instances designed to isolate a par-
ticular group. This method is referred to as Gender
Bias Evaluation Testsets (GBETs), as named by
Sun et al. (2019), and has been used to evaluate
bias in various NLP tasks.

GBETs have been categorised into three groups
(Stanczak and Augenstein, 2021), template-based
datasets, natural language-based datasets, and
datasets generated for probing language models.
The template approach involves creating sentence
templates that include gender identification words
that are relevant to the specific downstream task.
From these templates, pairs of sentences are gen-
erated for each gender, and the performance of
the NLP system is compared across the sentences
with male and female gender identities, allowing
for the measurement of gender bias in the dataset.
This gender identity template approach has been
used for various NLP tasks, including abusive lan-
guage detection (Dixon et al., 2018; Park et al.,
2018), sentiment analysis (Kiritchenko and Mo-
hammad, 2018), and coreference resolution (Zhao
et al., 2018; Rudinger et al., 2017).

Natural language-based GBET datasets use avail-
able natural language resources created in different
ways, depending on the specific NLP task being
evaluated. For instance, the GAP corpus (Webster
et al., 2018) is a GBET used for coreference res-
olution and consists of ambiguous pronoun-name
pairs that have been manually labeled by humans
and sourced from Wikipedia. Similarly, (Emami
et al., 2019) created a dataset for analysing gen-
der bias in coreference resolution by scraping data
from sources such as Wikipedia, OpenSubtitle, and
Reddit comments.

More recently StereoSet (Nadeem et al., 2021)
and CrowS-Pairs (Nangia et al., 2020) GBETs have
been proposed to evaluate bias in language mod-
els. These GBETs are created and annotated by
crowdsourcing to measure bias in different do-
mains. Each example consists of a pair of stereo-
type and anti-stereotype sentences in the case of
CrowS-pairs. However, StereoSet contains triplets
of sentences with each instance corresponding to
a stereotypical, anti-stereotypical, or meaningless
association. An additional study presents a large
GBET dataset called HOLISTICBIAS for measur-
ing bias. This dataset is assembled by using a set
of demographic descriptor terms in a set of bias

measurement templates and can be used to test bias
in language models (Smith et al., 2022).

Despite growing interest in the research commu-
nity to evaluate gender bias in the classification
tasks, most efforts to evaluate bias still do not go
beyond gender as binary. Most of the recent work
on evaluating gender bias in NLP systems uses
variations on Hardt et al.’s work on equal opportu-
nity and equalised odds (Hardt et al., 2016). These
measures are group measures and use the gender
distributions in the training data rather than the
democratic parity measure which insists on equal
outcomes for both genders regardless of prevalence
or ground truth. Equality of opportunity considers
where the predictions are independent of gender
but conditional on the ground truth or positive out-
come in the training data. This means that the true
positive rate of the system should be the same for
all genders. An example of this is the TPRgap

(Prost et al., 2019), as defined in Equation 1, which
measures the differences in the gender-specific true
positive rates.

TPRgap =| TPRmale − TPRfemale | (1)

The more restrictive equalised odds definition of
fairness focuses also on restricting differences in
errors across genders. An example is the error rate
equality differences such as False Positive Equal-
ity Difference (FPED) and False Negative Equality
Difference (FNED) (Dixon et al., 2018; Park et al.,
2018). These metrics are limited to binary labels
and depend on threshold values to separate model
output into two classes. To address this limitation,
Pinned AUC metrics have been proposed (Dixon
et al., 2018), but a follow-up study by the same
authors found limitations in this metric (Borkan
et al., 2019a). As a result, a new set of threshold-
agnostic metrics was proposed by Borkan et al.
(2019b) which overcomes the limitations of Pinned
AUC metrics related to class imbalance and pro-
vides robustness and more nuanced insight into the
types of bias present in the model.

These metrics are computed based on the score
distributions of both the complete background test
data, which consists of every other subgroup except
the subgroup under consideration, and the test set
subgroup. This means that the performance of the
model is evaluated not only on the entire dataset
but also on the specific subgroup that is of inter-
est. AUC-based metrics include Subgroup AUC,
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Figure 1: Relations between HS and related concepts (Poletto et al., 2021)

Background Positive Subgroup Negative (BPSN)
AUC, and Background Negative Subgroup Positive
(BNSP) AUC. Subgroup AUC calculates the mea-
sure of separability for a given subgroup, which
gives a more accurate understanding of the model’s
performance in that particular subgroup. While
these metrics can be used for measuring different
kinds of bias (e.g racism, religious, etc.) across
different subgroups, our focus is on gender bias,
considering three distinct subgroups: male, female,
and gender-neutral. The Background Positive Sub-
group Negative AUC (BPSN) metric evaluates the
AUC score by considering the positive examples
from the background and the negative examples
from the subgroup. Lower values in this metric
mean more false positives within the subgroup at
many thresholds.

On the other hand, the Background Negative
Subgroup Positive AUC (BNSP) metric calculates
the AUC by considering the negative examples
from the background and the positive examples
from the subgroup. A low BNSP score presents
more false negatives within the subgroup. In other
words, low BNSP indicates that more positive ex-
amples from the subgroup are mistakenly classified
as negative at different thresholds.

The set of metrics also include an Average Equal-
ity Gap which measures the difference between
true positive rates for each outcome for a subgroup
and the background at a specific threshold. This
is a generalisation of the TPR_gap in Eqn 1 above
across multiple subgroups. Equation 2 shows the
AEG for the positive outcome where D+

g is the
positive data for the subgroup g, D+ is the posi-
tive data in the background i.e. all data except the
subgroup, and MWU is the Mann-Whitney U test
statistic.

PositiveAEG =
1

2
−

MWU(D+
g , D

+)

| D+
g || D+ |

(2)

There is an equivalent AEG for the negative
outcome for a particular subgroup. The values
of AEGs range from -0.5 to 0.5, with an optimal
value of 0 indicating no differences between the
particular subgroup and the background data.

3 Approach and Evaluation

This research aims to explore gender bias in hate
speech and offensive language classification, with
a specific focus on gender-neutral language. We
will accomplish this by analysing commonly used
user-generated content datasets, particularly three
Twitter datasets for abusive content and offensive
language identification. These datasets have been
used in prior bias detection studies (Park et al.,
2018; Davidson et al., 2019).

Abusive language includes various types includ-
ing stereotypes, offense, abuse, hate speech, threats,
etc (Caselli et al., 2020). The connections among
these phenomena based on previous research, have
been visually represented in a work by (Poletto
et al., 2021) and it is shown in Figure 1. Cur-
rent approaches for detecting and mitigating harm-
ful language mainly focus on offensive language,
abusive language, and hate speech however with
varied and inconsistent definitions (Caselli et al.,
2020; Waseem et al., 2017). The difference be-
tween offensive language, abusive language, and
hate speech lies in their specificity. Offensive lan-
guage is more general, hate speech is more specific,
and abusive language falls in between.

The Hate Speech dataset (Waseem and Hovy,
2016) is a collection of almost 17K tweets con-
sisting of 3,383 samples of sexist content, 1,972
samples of racist content, and 11,559 neutral sam-
ples. The dataset is transformed into a binary clas-
sification problem by labeling the sexist and racist
samples as the “abusive” class and neutral samples
as the “non-abusive” class.

The Abusive Tweets dataset is a large-scale
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Dataset Class Class% gender-neutral% identified gender SizeF(%) M(%)

Hate Speech Abusive 31.4 2.0 1.0 1.0 16KNon-Abusive 68.6 3.0 1.0 2.0

Abusive Tweets Abusive 32.1 2.0 1.0 1.0 100KNon-Abusive 67.9 3.0 1.0 2.0

Hate Speech/Offensive Abusive 50.0 4.0 2.0 2.0 8KNon-Abusive 50.0 3.0 1.0 2.0

Table 1: Class distribution, gender neutral data, gender labeled data percentage, and overall size for each dataset.
For the HateSpeech/Offensive dataset, the abusive class has been undersampled due to significant class imbalance.

crowd-sourced dataset, collected by Founta et al.
(2018). The size of the dataset is just under 100k
tweets and it is annotated with four labels: hateful,
abusive, spam, and none. By combining the none
and spam instances into a “non-abusive” class, and
the hateful and abusive instances into an “abusive”
class, we transform the dataset to a binary classifi-
cation task, similar to the Hate Speech dataset.

The HateSpeech and Offensive dataset (David-
son et al., 2017) is a collection of almost 25k tweets.
The majority of tweets are considered to be offen-
sive language (77%), almost 17% are labeled as
non-offensive and only almost 6% of the tweets
are flagged as hate speech samples. By assigning
the “abusive” class label to samples exhibiting hate
speech and offensive, and the “non-abusive” label
to non-offensive samples, we convert the dataset
into a binary classification problem.

The HateSpeech & Offensive dataset contains a
significant class imbalance, 83% of the dataset is
assigned as abusive while only 17% is assigned as
a non-abusive class. In order to create a more bal-
anced dataset for experimental purposes, undersam-
pling was performed on the abusive class during
the evaluation by randomly selecting a 17% sample
of the abusive data leaving a balanced dataset for
this work of 8305 instances.

Table 1 shows the characteristics of the data used
in the evaluation, including size and class distribu-
tion.

binary gender-neutral
he/she they
him them
her them,their
his their,theirs
hers theirs

himself/herself themselves

Table 2: Binary pronouns and neutral alternatives

3.1 Gender Neutralising the Training Data

The dataset we used for our analysis lacks gender-
neutral language or has a very limited represen-
tation of it. To address this issue, we employed
the Neutral Rewriter (Vanmassenhove et al., 2021)
to generate gender-neutral samples. This model
which is a combination of rule-based and neural ap-
proaches replaces gender identity terms with their
gender-neutral equivalents.

Results from the Neutral Rewriter demonstrate
that the model achieves a high level of accuracy,
with a word error rate of less than 1%. Table 2
shows the pronouns and their gender-neutral al-
ternatives used by the model. The gender-neutral
rewriter also replaces gendered English animate
nouns with gender-neutral terms. For instance,
"postman" is substituted with "mail carrier," and
"fireman" with "firefighter." Similarly, feminine
forms of animate nouns such as "actress" are re-
placed with gender-neutral alternatives like "ac-
tor," and "waitress" with "waiter." Additionally,
the rewriter replaces generic uses of "man," for in-
stance, "freshman" can be replaced with "first-year
student," and "man-made" can be replaced with
"human-made. The complete list of mapped nouns
to their gender-neutral alternatives could be found
in the original paper (Vanmassenhove et al., 2021).
As an example, the sentence she is an actress would
be replaced by they are an actor. Label preserva-
tion was not checked after gender-neutralising was
performed. There may be certain instances that,
after gender, may not be considered hateful, par-
ticularly for gender stereotyping due to traditional
gender roles.

Using the gender-neutral rewriter model, we
generated gender-neutral data instances from the
original datasets. 60% of the data instances that
could be gender-neutralised were replaced with a
gender-neutral version and we left the remaining
40% that included gender pronouns/determiners in
the dataset, unchanged. It was important not to
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gender neutralise all instances with specific gender
identity terms which could potentially leave the
training data without these terms at all.

It should be mentioned that to prevent bias miti-
gation selected instances were replaced with their
gender-neutral version rather than being added to
the dataset. This replacement technique aimed
to avoid mitigating bias through gender swapping
which is a technique to mitigate bias by augmenting
the data with additional examples that are gender-
swapped (Park et al., 2018).

There is no gender identity feature or label in
the datasets used. The approach in Identity Term
Sampling (ITS) (Sobhani and Delany, 2023) which
is used to identify male and female instances within
text data was used to identify gender within the por-
tion of data to be gender neutralised. ITS identifies
gender for data instances to allow the measurement
of task performance across genders. It identifies
gender based on the frequency of occurrence of
certain gender identity terms. We are using these
proportions identified by ITS as an estimate of gen-
der distribution in the instances changed by the
gender-neutralising process. The column labelled
gender-neutral% in Table 1 shows the gender dis-
tribution of the gender-neutralised data instances
using this approach.

3.2 Generating Test Data
In order to generate synthetic test instances to iso-
late the gender-neutral, female and male groups we
extended an existing template approach that has
been used for measuring bias in hate speech (Park
et al., 2018) and toxicity classification (Dixon et al.,
2018). Tables 4 and 3 present the templates and
the identity terms respectively used to generate sets
of labeled test data for male/female and gender-
neutral scenarios while Table 5 lists the nouns and
adjectives used to fill the templates. This template
approach generated 3006 synthetic test samples
in total, with 1002 samples for each of the male,
female, and gender-neutral groups. The samples
were evenly distributed across the abusive and non-
abusive classes.

3.3 Experimental Approach
For classification, a simpler version of the deep
neural network architecture used by (De-Arteaga
et al., 2019) is used. Our architecture consists of an
embedding layer as an input layer using word2vec
embeddings, followed by a bidirectional long short-
term memory (BiLSTM) layer to encode the in-

Identity Terms
woman/man/adult, girl/boy/kid

female/male/person, niece/nephew/nibling
sister/brother/sibling, gal/guy/folk
mother/father/parent, she/he/they

wife/husband/spouse, her/his/them
daughter/son/child, aunt/uncle/pibling

girlfriend/boyfriend/partner
granddaughter/grandson/grandchild

grandmother/grandfather/grandparent

Table 3: Identity terms used to generate sets of test data
with an identified gender

Templates
You are a <adjective> <identity term>

<verb> <identity term>
Being a <identity term> is <adjective>

I am a <identity term>
I hate <identity term (plural form)>

<she/he/they> is/are <adjective>
I <verb> <her/him/them>

Table 4: Templates used to generate synthetic test data

put sentence, a dropout layer, and a linear output
layer with cross-entropy to compute the loss which
comes after a dense layer with Relu activation.

The datasets were split 80%/20% into stratified
training and holdout testing sets. All hyperparame-
ters were tuned on a 20% split of the training data
for each dataset. The performance on the hold-
out test data was averaged across three holdout
splits. As the HateSpeech & Offensive dataset is
highly imbalanced, the process of randomly un-
dersampling the 17% sample of the abusive data
was repeated 5 times to ensure the results were not
dependent on a specific subset of the data. The
average result across the 5 iterations was then re-
ported.

Overall task performance was measured using
accuracy on the synthetic test data. In addition,
to gain a better understanding of the model’s gen-
eral performance on the task in all datasets, we
measured the average class accuracy (ACA) on a
representative proportion of the data. We chose
to use ACA as a complementary metric due to the
imbalanced class distributions present in the data.

In addition to task performance, we measured
gender bias on the synthetic test instances us-
ing AUC-based metrics including Subgroup AUC,
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Nouns & Adjectives & Verbs Target
disgusting, filthy, nasty, rotten,
horrible, terrible, awful, hate, Abusive
vile, idiotic, stupid, moronic,
dumb, ugly, shitty, fucked,

kill, murder, repulsive, destroy
great, fun, nice, neat, happy,

best, good, fantastic, wonderful, Non-Abusive
lovely, excellent, incredible,

friendly, gracious, kind, caring,
hug, like, love, respect

Table 5: Nouns, adjectives & verbs used to generate
synthetic test data

BPSN, BNSP, and AEG on the positive (abusive)
and negative (non-abusive) classes. Subgroup AUC
calculates AUC within a specific subgroup, BPSN
measures AUC within the positive background
and negative subgroup, and BNSP measures AUC
within the negative background and positive sub-
group. Additionally, the positive and negative AEG
measure the separability of positive (abusive) ex-
amples from the subgroup with positive (abusive)
examples from the background data and vice-versa.
Positive AEG is defined as Equation 2.

4 Results and Discussion

Table 6 shows the classification results including
overall accuracy and class level accuracy across
the three datasets for the classification of hate
speech. The table displays the average class ac-
curacy (ACA) for the holdout test data in the last
column. This metric indicates how well the model
can perform on classifying abusive content, with
a higher ACA indicating better performance. The
results show a good performance of the model gen-
erally - the Abusive Tweets dataset with an ACA
of 90%, while the HasteSpeech & offensive dataset
has an ACA of 88%, and the Hate Speech dataset
has an ACA of 81%. However, looking at the class
accuracy column in Table 6 it can be seen that
the model performed poorly in classifying abusive
content, with less than 50% accuracy across all
three datasets. The strong performance on the non-
abusive class is contributing to the overall good
performance.

Table 6 also shows the performance of the model
on the synthetic test dataset. Results show the accu-
racy on synthetic test data is less than 75% across
three datasets, which means the model does not per-

form as well in classifying the synthetic datasets.
This is not surprising as the template sentences used
to generate the test data are not fully representative
of the actual abusive content in the datasets. How-
ever, this synthetic data can still provide valuable
insights into potential biases in the models.

Table 7 shows the gender bias results across the
three datasets including the AUC-based metrics
and the AEG of the positive (abusive) and negative
(non-abusive) classes. The subgroup AUC shows
a score higher than 0.7 for all datasets across our
three gender identity subgroups which indicates
that the model is moderately successful in distin-
guishing between positive and negative examples
within female, male, and neutral subgroups.

The high scores on BNSP and BPSN AUC met-
rics results for the Abusive Tweets dataset show
that the model exhibits relatively low bias across
all the female and male and neutral subgroups, with
high BNSP and Subgroup AUC scores indicating
similar performance to the background group.

However, the two hate speech datasets show
some level of bias across these figures and it differs
between the different subgroups. Interestingly the
figures for the male and neutral subgroups on the
hate speech datasets are much closer to each other
and higher than the female subgroup. Low values
in the BPSN and BNSP AUC metrics indicate more
bias. So this suggests that the bias for the female
subgroup is higher than the male and neutral.

Looking at what these AUC metrics tell us, the
BPSN score for females on the hate speech datasets
is relatively low with a score of 0.58 in the Hate-
speech and 0.78 in the HateSpeech & Offensive
dataset. A low BPSN score suggests that the model
is more likely to incorrectly classify negative or
non-abusive examples from female subgroups as
abusive compared to the background groups, which
in this case are male and neutral, indicating the
model is more likely to predict abuse for the fe-
male instances than the male and neutral instances.

On the other hand, the BNSP score for the hate
speech datasets is lower for male and neutral sub-
groups than the female subgroup. Since the BNSP
score measures the difference in false negative rates
between the subgroup and the background group
the low score in the male and neutral subgroups
indicates that the model tends to incorrectly clas-
sify abusive examples from both the male and neu-
tral subgroups as non-abusive compared to their
respective background group. This suggests that



1128

Dataset Class Class Synthetic testset Original testset
Accuracy(%) Accuracy(%) ACA(%)

Hate Speech Abusive 37 64 81Non-Abusive 91

Abusive Tweets Abusive 47 73 90Non-Abusive 98.8

HateSpeech & Offensive Abusive 48 71 88Non-Abusive 95

Table 6: Accuracy per class, accuracy on the synthetic test data, and average class accuracy (ACA) for each dataset
across three holdout splits.

for these hate speech datasets, male and neutral
abusive instances are more likely to be missed than
female instances. The BPSN and BNSP for gender-
neutral suggest that the model may be more biased
against the gender-neutral subgroup compared to
the male subgroup, but less biased compared to the
female subgroup. Furthermore, the negative values
of both the abusive and non-abusive AEG and the
Hatespeech and HateSpeech & Offensive datasets
suggest that the model is biased towards the female
subgroup, as there is a downward shift in scores
for this subgroup. This bias is further supported
by the low BPSN AUC score, which indicates that
the model is more likely to make false positive pre-
dictions for the female subgroup compared to the
background groups. Specifically, the negative AEG
scores indicate that the model is performing worse
for the female subgroup than the reference group,
which can contribute to the lower AUC score.

Moreover, positive scores for both the abusive
and non-abusive AEG for neutral and male suggest
that the model might give more weight or impor-
tance to certain features in the neutral and male
subgroups when classifying positive and negative
examples. This means that the model may be more
accurate in classifying positive and negative exam-
ples from these two subgroups compared to the
background group, with the degree of attribute am-
plification being relatively small. Also, a positive
AEG value for the non-abusive class along with a
low BNSP indicates that the model is performing
better for the male and neutral subgroup for the
non-abusive class. Overall, these results suggest
that the model may exhibit some bias against the
neutral and male subgroups, particularly in terms
of false negative rates, but the degree of bias is
less severe compared to that shown for the female
subgroup.

Looking at the results for Hatespeech and Hate-
Speech & Offensive datasets we can see that in-
cluding gender-neutral data in the datasets shows

gender bias in the female subgroup, but surpris-
ingly gender-neutral and male results have similar
behavior on the bias metrics. There could be sev-
eral reasons that cause this behavior. Given the
novelty and limited usage of gender-neutral terms
in many societies, they might appear infrequently
in training data. Consequently, Machine Learning
models could encounter difficulties in comprehend-
ing and generating gender-neutral language. For
instance, terms like "nibling/pibling" or "sibling"
are uncommon in daily speech, and may limit the
model’s exposure to gender-neutral language.

Second, gender-neutral forms of specific words,
such as "actress" or "waitress," is often associated
with the male form, reflecting a common represen-
tation found in many datasets. Another possible
reason might be that the gender-neutral term “they”
is the same as the plural “they” which might con-
fuse the model in distinguishing singular and plural
they.

Results show male and gender-neutral subgroups
have similar biased behavior according to Table 7.
In order to find out what gender direction (male or
female) gender-neutral words align better with, we
conducted an analysis of gender bias in word2vec
embeddings for gender-neutral words. Following
the work by Bolukbasi et al. (2016), we projected
the gender-neutral words listed in Table 3 onto the
gender direction, which is defined as the vector
resulting from

−→
she -

−→
he. Table 8 shows the projec-

tion result for gender-neutral words with respect to
the projection score in the gender direction. Words
with negative scores are biased toward the male gen-
der, while words with positive scores are biased to-
ward the female gender. The majority of the words
including “child”, “spouse”, “parent”, “grandchild”
and “adult” have negative scores, indicating a bias
towards the male gender. This suggests that most
gender-neutral words are more closely associated
with the masculine gender spectrum which aligns
with similar behavior on the bias metrics.
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Dataset Identity group
AUC AEG

SubGroup BPSN BNSP abusive non-abusive

Hate Speech
Female 0.72 0.58 0.87 -0.16 -0.15
Male 0.75 0.79 0.68 0.06 0.07

Neutral 0.75 0.81 0.68 0.09 0.08

Abusive Tweets
Female 0.99 0.98 0.99 -0.03 -0.07
Male 0.99 0.99 0.98 -0.05 -0.06

Neutral 0.98 0.99 0.96 0.07 0.09

HateSpeech & Offensive
Female 0.89 0.78 0.92 -0.10 -0.11
Male 0.89 0.90 0.83 0.06 0.07

Neutral 0.84 0.88 0.83 0.09 0.07

Table 7: Subgroup AUC, Background Positive Subgroup Negative (BPSN), Background Negative Subgroup Positive
(BNSP), positive and negative Average Equality Gap (AEG) across female, male, and gender-neutral subgroups

projection scores gender-neutral
-0.19951084 child
-0.1787668 parent
-0.17748375 spouse
-0.1583447 grandchild
-0.15611757 adult
-0.14471374 grandparent
-0.10091415 sibling
-0.09393246 folk
-0.016291147 person

-0.0070172176 partner
0.056548793 they
0.058097813 them
0.12156674 kid

Table 8: Projecting gender-neutral words on the −→she -−→he
direction in word2vec embedding

5 Conclusion

In this paper, we presented an approach for mea-
suring gender bias in a downstream task of identi-
fying abusive or hate speech that considers male,
female, and gender-neutral identities. We adjusted
existing real-world datasets by gender-neutralising
a random subset of instances and extended exist-
ing binary template definitions to include iden-
tity terms that reflect gender neutrality. Our ap-
proach helps address the lack of training data that
includes gender-neutral linguistic forms, which is
essential for creating more inclusive NLP mod-
els and systems by incorporating gender-neutral
words through the use of a gender-neutral rewriter.
This can lead to more inclusive NLP models and
systems. We have evaluated bias towards male, fe-
male, and gender-neutral groups and our findings
showed that male and gender-neutral groups have
similar bias behavior according to the AUC bias
metrics, while the female group shows a higher
bias compared to the others. This approach can

help promote more fair and equitable NLP systems
by identifying gender bias in the data.

While our approach aims to address gender bias
in abusive and hate speech detection, there are cer-
tain limitations to consider. Firstly, the modifica-
tion of existing datasets by incorporating gender-
neutral instances relies on the availability of such
data. The scarcity of gender-neutral linguistic
forms in real-world datasets can pose a challenge
in achieving adequate representation. Secondly, the
template-based approach used to generate synthetic
test data may not fully capture the nuances and di-
versity of gender identities, potentially impacting
the generalisability of the results. It is important to
acknowledge that the concept of non-binary equiv-
alents for binary gender terms is a subject of ongo-
ing debate and individual preference. While a list
of suggested non-binary equivalents has been pro-
vided in this paper, it is important to recognise that
these terms may not be universally agreed upon or
applicable to all non-binary individuals.

In future work, we will explore the impact of
adjusting datasets to include more gender-neutral
identity terms and examine the influence of the
dataset size on the results. In addition, a future
focus will be on exploring label preservation after
gender neutralisation. We will examine the impact
of gender-neutralising instances that may be gen-
der stereotypes due to gender roles and consider
cases where the resulting text can lose its perceived
hatefulness, especially if the assumption is made
that the target is a woman/women.
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