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Abstract
Generic sentence embeddings provide a coarse-
grained approximation of semantic textual simi-
larity but ignore specific aspects that make texts
similar. Conversely, aspect-based sentence em-
beddings provide similarities between texts
based on certain predefined aspects. Thus, sim-
ilarity predictions of texts are more targeted to
specific requirements and more easily explain-
able. In this paper, we present AspectCSE, an
approach for aspect-based contrastive learning
of sentence embeddings. Results indicate that
AspectCSE achieves an average improvement
of 3.97% on information retrieval tasks across
multiple aspects compared to the previous best
results. We also propose using Wikidata knowl-
edge graph properties to train models of multi-
aspect sentence embeddings in which multi-
ple specific aspects are simultaneously consid-
ered during similarity predictions. We demon-
strate that multi-aspect embeddings outperform
single-aspect embeddings on aspect-specific in-
formation retrieval tasks. Finally, we exam-
ine the aspect-based sentence embedding space
and demonstrate that embeddings of semanti-
cally similar aspect labels are often close, even
without explicit similarity training between dif-
ferent aspect labels.

1 Introduction

Sentence embeddings are representations of sen-
tences or short text paragraphs in a dense vec-
tor space, such that similar sentences are close to
each other (Reimers and Gurevych, 2020). Learn-
ing sentence embeddings is a fundamental task
in natural language processing (NLP) and has al-
ready been extensively investigated in the litera-
ture (Kiros et al., 2015; Hill et al., 2016; Conneau
et al., 2017; Logeswaran and Lee, 2018; Cer et al.,
2018; Reimers and Gurevych, 2019; Gao et al.,
2021; Schopf et al., 2023d). Generic sentence em-
beddings can be used to distinguish between sim-
ilar and dissimilar sentences, without considering

which aspects of sentences are similar (Ostendorff
et al., 2020a). Moreover, they are often evaluated
on generic semantic textual similarity (STS) tasks
(Marelli et al., 2014; Agirre et al., 2012, 2013, 2014,
2015, 2016; Cer et al., 2017) in which sentence sim-
ilarity scores rely on human annotations. However,
the concept of generic STS is not well defined, and
text similarity depends heavily on the aspects that
make them similar (Bär et al., 2011; Ostendorff
et al., 2020b, 2022). We follow the argument of
Bär et al. (2011) on textual similarity and define
aspects as inherent properties of texts that must be
considered when predicting their semantic similar-
ity. Based on the different aspects focused on in
texts, their similarities can be perceived very dif-
ferently. Figure 1 illustrates an example of aspect-
based STS. For example, Wikipedia introduction
texts of famous individuals can generally be consid-
ered similar as all texts introduce people who are
known to the public. However, focusing the com-
parison on specific aspects (e.g., country of birth or
profession) leads to different semantic similarity as-
sessments for the same texts. Although Wikipedia
is a special case as the introduction texts represent
specific entities, this characteristic can neverthe-
less be generalized to different aspects found in
any text. When deciding the similarity of texts, dif-
ferent aspects must be considered. Consequently,
human-annotated STS datasets introduce consider-
able subjectivity regarding the evaluated aspects.

Prior work uses siamese networks and a multi-
ple negative ranking loss (Henderson et al., 2017)
with only positive samples from the train set to cre-
ate sentence embeddings for single aspects (Osten-
dorff et al., 2022). Sentence embeddings for single
aspects only consider one specific aspect during
similarity comparisons. Using structured knowl-
edge from knowledge graphs (KGs) for language
model training has been shown to improve perfor-
mances on all types of downstream tasks (Schnei-
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(a) Generic sentence embeddings
(b) Sentence embeddings based on the
profession aspect.

(c) Sentence embeddings based on the
country of birth aspect.

Figure 1: Images of famous people with the corresponding Wikipedia introductory texts as sentence embeddings
in a dense vector space. Blue dashed circles represent clusters of semantically similar embeddings. Based on the
encoded aspect, embeddings of these same texts can be distributed differently in a vector space. (a) All generic
embeddings are close and approximately evenly distributed as the texts introduce famous people. (b) Embeddings
that focus on the profession aspect are close if the people have similar professions. (c) Embeddings that focus on the
country of birth aspect are close if the people have similar countries of birth.

der et al., 2022) and also provides the possibility to
create sentence embeddings that focus on multiple
specific aspects simultaneously. These sentence
embeddings are especially useful in information
retrieval or unsupervised text classification settings
(Schopf et al., 2021, 2022, 2023a,b,c).

In this work, we advance state-of-the-art
sentence embeddings for aspect-based STS us-
ing AspectCSE, an approach for aspect-based
contrastive learning of sentence embeddings. Ad-
ditionally, we introduce multi-aspect sentence em-
beddings that simultaneously consider multiple spe-
cific aspects during similarity comparisons. We
show the effectiveness of multi-aspect sentence
embeddings for both information retrieval and ex-
ploratory search tasks. Finally, we demonstrate that
using KG properties can be extremely beneficial
for creating both single- and multi-aspect sentence
embeddings.

2 Related Work

In NLP, aspects are most commonly examined in
sentiment analysis problems (Pontiki et al., 2014;
Xue and Li, 2018; Brun and Nikoulina, 2018;
Zhang et al., 2021; Yan et al., 2021; Liang et al.,
2022). Thus, the goal is to identify the aspects of
given target entities and the sentiment expressed
for each aspect (Pontiki et al., 2014).

Some works investigate aspect-based STS by
considering it as a segmentation task. Chan et al.
(2018) first segmented abstracts of research papers

according to different aspects. Then, they con-
structed semantic representations from these aspect-
based segments, which can be used to find analo-
gies between research papers. Huang et al. (2020)
presented a human-annotated dataset that segments
10,966 English abstracts in the COVID-19 Open
Research Dataset (Wang et al., 2020) by the aspects
background, purpose, method, result/contribution,
and others. Kobayashi et al. (2018) learned multi-
vector representations of segmented scientific arti-
cles in which each vector encodes a different aspect.
However, segmenting texts can harm their coher-
ence and decrease the performance of downstream
NLP models (Gong et al., 2020).

Other approaches propose to treat aspect-based
STS as a pairwise multi-class classification prob-
lem (Ostendorff et al., 2020a,b). However, Reimers
and Gurevych (2019) argue that pairwise classifica-
tion with transformer models results in quadratic
complexity. Therefore, this approach is not suitable
for large-scale STS tasks.

To address the issues using previous approaches,
Ostendorff et al. (2022) proposed training aspect-
based embeddings for research papers. In this
work, we use AspectCSE and KG properties to
train single- and multi-aspect sentence embeddings.
This allows us to focus on multiple specific aspects
simultaneously while improving the performance
of aspect-based sentence embeddings in STS tasks.
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Figure 2: AspectCSE uses (anchor, positive, negative) triplets to train aspect-specific sentence embedding models.
Pairs with the same label for a specific aspect (here: country of birth) are used as positives and those with different
labels for the same aspect and other in-batch instances as negatives.

3 Embedding Methods

3.1 AspectCSE
Recently, contrastive learning has exhibited state-
of-the-art performance for generic sentence embed-
dings (Gao et al., 2021; Giorgi et al., 2021; Chuang
et al., 2022). The contrastive learning objective
creates effective representations by pulling seman-
tically close neighbors together and pushing apart
non-neighbors (Hadsell et al., 2006). We follow
the proposed supervised contrastive learning frame-
work of Gao et al. (2021) and use a cross-entropy-
loss with negatives per anchor-positive pair and
random in-batch negatives. To train aspect-based
sentence embedding models, we assume a set of
triplets D = {(xai , x

a+
i , xa−i )}. Here, xai is an an-

chor sentence, xa+i is semantically related, and xa−i
is semantically unrelated to xai with respect to as-
pect a. With ha

i , ha+
i , and ha−

i as representations
of xai ,xa+i , and xa−i , the training objective with a
mini-batch of N triplets is expressed as:

ℓi = − log esim(ha
i ,ha+

i )/τ∑N

j=1
(e

sim(ha
i ,ha+

j )/τ
+e

sim(ha
i ,ha−

j )/τ
)

(1)

where τ is a temperature hyperparameter and
sim(h1,h2) is the cosine similarity h1·h2

||h1||·||h2||
. To

encode input sentences, we use BERT-based pre-
trained language models (Devlin et al., 2019) and
fine-tune the parameters using the contrastive objec-
tive (Equation 1). Figure 2 illustrates the proposed
AspectCSE approach.

3.2 Multiple Negative Ranking Using
Anchor-Positive Pairs Only

As a baseline, we perform aspect-based fine-tuning
of BERT-based pretrained language models follow-
ing the state-of-the-art approach of Ostendorff et al.

(2022). Therefore, we use mean pooling and a mul-
tiple negative ranking loss (Henderson et al., 2017)
with anchor-positive pairs for training. Therefore,
the training input comprises a set of positive sam-
ples D = {(xai , x

a+
i )} only. During training, every

instance xa+j = {xa+1 ...xa+N−1} within a mini-batch
of N samples is used as random negative for anchor
xai if i ̸= j.

4 Data

For our experiments, we use two different datasets.
First, we use a benchmark dataset derived from
Papers with Code (PwC) 1 to evaluate the effective-
ness of AspectCSE. We also use Wikipedia and the
Wikidata KG (Vrandečić and Krötzsch, 2014) to
build a dataset for learning multi-aspect sentence
embeddings. In all our experiments, we consider
a pair of texts as positive if they share the same la-
bel for a particular aspect. Accordingly, negatives
comprise a pair of texts with different labels for a
particular aspect.

4.1 Papers with Code

The PwC dataset is a collection of research paper
abstracts that are annotated with task, method and
dataset aspects and their respective labels (Osten-
dorff et al., 2022). In this dataset, for example, a
label of the task aspect is self-supervised learning
or machine translation. We obtain the dataset ver-
sion from 2022-05-25 and remove paper abstracts
that belong to aspect labels with more than 100
instances. Abstracts with less than 100 characters
are also removed. Table 1 summarizes the resulting
PwC dataset. We split the final PwC dataset into
80% training and 20% test paper abstracts for our
experiments.

1https://paperswithcode.com

https://paperswithcode.com
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Aspect # Papers # Labels
Task 32,873 2,481
Method 10,213 1,724
Dataset 7,305 3,611

Table 1: Summary of the PwC dataset.

4.2 Wikipedia and Wikidata

Wikipedia contains a broad range of topics with
many possible aspects for each article. We have
found that the number of articles regarding compa-
nies in Wikipedia accounts for a large portion of the
articles, while the introductory sections contain a
reasonable amount of different aspects. Therefore,
in our experiments focus on a subset of Wikipedia,
which includes the introduction section of articles
about companies only. Furthermore, we use the
commonly occurring aspects industry (e.g., What
type of product/service does the company offer?)
and country (e.g., What country is the company
based in?) for our experiments. Since Wikipedia
comprises unstructured texts only, we take advan-
tage of most Wikidata KG entities being linked to
their corresponding Wikipedia articles. We also
consider specific Wikidata properties as aspects
while using the values linked to a seed article by
the specific properties as labels. In this case, we use
the Wikidata properties country and industry as as-
pects while taking the values linked to the company
articles by these properties as labels. Therefore, we
follow the approach in Algorithm 1 to construct
our dataset.

Algorithm 1 Construct aspect-based dataset

Require:
companies = list of all Wikidata entities e of
type business (Q4830453)
companiesannotated ← ∅
procedure ANNOTATE(companies)

for e in companies do
if ek has Wikipedia article wk then

s = introduction section of wk

sc = country (P17) value(s) of ek
si = industry (P452) value(s) of ek
companiesannotated += (s, sc, si)

return companiesannotated

We use the Wikidata SPARQL API to find the
companies as well as the country and industry val-
ues linked to them. We also use the Kensho De-

rived Wikimedia Dataset2, which comprises pre-
processed Wikipedia and Wikidata dumps from
2019-12-01, to obtain the Wikipedia introduction
sections of the retrieved companies. Moreover, we
utilize the Kensho Derived Wikimedia Dataset to
sample 10,000 random articles from different top-
ics without any aspect information. In addition to
the company introduction sections, these random
articles are used as further negatives during training.
This ensures that the model learns to distinguish be-
tween different aspect labels and between different
topics. Table 2 summarizes the resulting dataset.
For example, the labels for the country aspect are
USA or Germany. For our experiments, we split
the final dataset into 80% training and 20% test
data.

Aspect # Articles # Labels
Industry 6,082 97
Country 2,062 75
Random articles 10,000 -

Table 2: Summary of the Wikipedia + Wikidata dataset.

To train aspect-based sentence embeddings with
AspectCSE, we further process the dataset to yield
triplets as follows:

• Single-aspect-specific (Country):
(xai , x

a+
i , xa−i ) ⇒ xa+i and xa−i are positive

and negative samples w.r.t. the country aspect
a.

• Single-aspect-specific (Industry):
(xbi , x

b+
i , xb−i ) ⇒ xb+i and xb−i are positive

and negative samples w.r.t. the industry aspect
b.

• Multi-aspect-specific (Intersection):
(xa,bi , xa+∩b+

i , xa−∩b−
i ) ⇒ xa+∩b+

i is a posi-
tive sample if it has both the same country
aspect a and the same industry aspect b as the
seed sentence.

• Multi-aspect-specific (Union):
(xa,bi , xa+∪b+

i , xa−∪b−
i ) ⇒ xa+∪b+

i is a posi-
tive sample if it has either the same country
aspect a or the same industry aspect b as the
seed sentence.

2https://www.kaggle.com/datasets/kenshoresearch/kensho-
derived-wikimedia-data

 https://www.kaggle.com/datasets/kenshoresearch/kensho-derived-wikimedia-data
 https://www.kaggle.com/datasets/kenshoresearch/kensho-derived-wikimedia-data
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Aspects→ Task Method Dataset

Methods ↓ P R MRR P R MRR P R MRR
G

en
er

ic SciBERTbase 0.071 0.070 0.244 0.051 0.056 0.181 0.060 0.101 0.212
DeCLUTRsci-base 0.130 0.131 0.369 0.069 0.078 0.219 0.099 0.170 0.317
SPECTER 0.248 0.247 0.521 0.104 0.117 0.277 0.183 0.311 0.464

A
sp

ec
t-

ba
se

d Multiple Negative Ranking 0.409 0.424 0.768 0.263 0.302 0.595 0.172 0.418 0.465
∗ AspectCSE 0.416 0.431 0.776 0.268 0.312 0.606 0.186 0.461 0.507

Table 3: Evaluation results for retrieving the k = 10 most similar elements for different sentence embedding
approaches on the PwC test dataset. AspectCSE indicates the training approach explained in Section 3.1. Multiple
Negative Ranking indicates the training approach explained in Section 3.2. Precision@k (P), Recall@k (R), and
Mean Reciprocal Rank@k (MRR) are reported.

5 Experiments

5.1 Comparison with Baselines

To evaluate AspectCSE against state-of-the-art
baselines, we use the PwC benchmark dataset de-
scribed in Section 4.1 for model training and test-
ing.

Generic Sentence Embeddings We evaluate
AspectCSE against multiple generic sentence em-
bedding models from the scholarly domain. These
models are pretrained on scientific literature and
produce domain-specific state-of-the-art sentence
embeddings without leveraging any aspect infor-
mation. We use SciBERT (Beltagy et al., 2019),
SPECTER (Cohan et al., 2020), and DeCLUTR
(Giorgi et al., 2021) in their base-versions as pub-
lished by their authors without any fine-tuning on
our corpus. For SciBERT, we use the concatenated
outputs of the last four layers as embeddings.

Parameter Value
Training epochs 3
Batch size 14
Learning rate 5e− 5
Max sequence length 320
Pooler type CLS
Temperature for softmax 0.05
Floating precision 16

Table 4: AspectCSE fine-tuning configuration.

Aspect-based Sentence Embeddings In addi-
tion to generic baselines, we train aspect-based
sentence embedding models for each PwC aspect
using SciBERT and the multiple negative ranking
approach, as described in Section 3.2. To train
AspectCSE, we use SciBERT as base model and
the fine-tuning configuration presented in Table

4. For aspect-specific baseline training with mul-
tiple negative ranking, we use the same configura-
tion, except that we follow the approach of Osten-
dorff et al. (2022), and apply MEAN pooling. For
AspectCSE, we follow the argument of Gao et al.
(2021), who found that different pooling methods
do not matter much and use CLS.

5.2 Multi-aspect Sentence Embeddings
We use the Wikipedia + Wikidata dataset described
in Section 4.2 to train and evaluate multi-aspect
sentence embeddings. Further, we use AspectCSE
to train multi- and single-aspect sentence embed-
ding models for the country and industry aspects.
For fine-tuning, we use BERTbase and the training
configuration presented in Table 4. To evaluate the
performance of generic sentence embeddings on
the Wikipedia + Wikidata test dataset, we use a
trained SimCSEsup-bert-base model (Gao et al.,
2021), which generates state-of-the-art generic sen-
tence embeddings.

6 Evaluation

6.1 Information Retrieval Performance
For evaluation, we follow the approach of Osten-
dorff et al. (2022) and frame it as an information
retrieval task. Therefore, we retrieve the k = 10
nearest neighbors for each element in the respec-
tive test datasets. After that, we determine the
number of retrieved elements that match the partic-
ular aspect label of the seed element. We use the
following evaluation metrics for this purpose:

• Precision@k (P): The number of nearest
neighbors (within the top k candidates) that
share the same aspect as the seed document
divided by k.
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Aspects→ Country Industry

Embedding type ↓ P R MRR P R MRR

SimCSEgeneric 0.315 0.058 0.523 0.320 0.061 0.531
AspectCSEsingle-aspect 0.390 0.124 0.558 0.625 0.178 0.729
AspectCSEmulti-aspect(Intersection) 0.444 0.102 0.593 0.622 0.174 0.720
AspectCSEmulti-aspect(Union) 0.555 0.163 0.738 0.538 0.155 0.747

Table 5: Evaluation results for retrieving the k = 10 most similar elements for different sentence embedding
approaches on the Wikipedia + Wikidata test dataset. Precision@k (P), Recall@k (R), and Mean Reciprocal
Rank@k (MRR) are reported.

• Recall@k (R): The number of nearest neigh-
bors (within the top k candidates) that share
the same aspect as the seed document divided
by the number of labeled documents with the
seed document’s aspect.

• Mean Reciprocal Rank@k (MRR): Mea-
sure of the ranking quality for the nearest
neighbors, calculated by averaging the recipro-
cal ranks ( 1

rank) of each neighbor. This adds
more weight to correctly labeled neighbors
the higher they rank.

Papers with Code Table 3 compares AspectCSE,
generic sentence embedding baselines, and the
aspect-based multiple negative ranking baseline.
The generic sentence embedding models per-
form badly for all evaluated aspects. Except for
SPECTER, which achieves a respectable MRR
score in the dataset aspect, generic models al-
ways perform significantly worse than aspect-based

models. Therefore, aspect-based models retrieve
similar texts of the same aspect much better than
generic ones. Furthermore, By a large margin,
AspectCSE outperforms the multiple negative rank-
ing approach on all aspects and metrics. The av-
erage improvement is 3.97% for MRR scores of
all PwC aspects. Hence, AspectCSE is a better
approach for training aspect-based sentence em-
bedding models. Accordingly, we use AspectCSE
to train and evaluate multi-aspect sentence embed-
ding models on the Wikipedia + Wikidata dataset.

Wikipedia and Wikidata Table 5 shows the eval-
uation results for the multi-aspect sentence embed-
dings on the Wikipedia + Wikidata test dataset. All
AspectCSE models achieve strong performance in
both aspects. While we train two separate embed-
ding models for the single-aspect case (one embed-
ding model each for the country and industry as-
pects), the multi-aspect models are trained on both
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New Zealand
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Egypt
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Figure 3: Comparison of generic sentence embeddings (left) vs. single-aspect sentence embeddings based on the
country aspect (right).
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Figure 4: Comparison of generic sentence embeddings (left) vs. single-aspect sentence embeddings based on the
industry aspect (right).

aspects simultaneously. Therefore, in the multi-
aspect cases, only one model is used to retrieve
the most similar elements for both aspects. Sur-
prisingly, the best MRR scores for the country and
industry aspects are achieved using the multi-aspect
(Union) model, outperforming the multi-aspect (In-
tersection) and even the single-aspect models. A
possible reason is that training sentence embedding
models for multiple aspects provides the model
with more training data. For example, a correla-
tion exists between the type of industry and certain
countries (e.g., Arab countries that have a higher
than average density of oil companies) that may
function as additional training data for the model.

6.2 Embedding Space Exploration

In addition to the information retrieval evaluation,
we visually analyze selected generic, single-, and
multi-aspect sentence embeddings. Therefore, we
again use the Wikipedia + Wikidata dataset and the
trained models described in Section 5.2. We utilize
t-SNE (van der Maaten and Hinton, 2008) to reduce
the dimensionality of sentence embeddings from
768 to 2 and color all data points according to their
aspect labels. Figures 3 and 4 show the embedding
spaces of generic and single-aspect sentence em-
beddings for the country and industry aspects. In
these figures, generic sentence embeddings weakly
capture both target aspects, as certain aspect labels
dominate some regions. However, no clear sepa-
ration can be observed between aspect labels and
many aspect labels are scattered throughout the
entire embedding space. Meanwhile, a sharp sepa-
ration exists between aspect labels for aspect-based
sentence embeddings with dense clusters of ele-

ments that share the same aspect label. This finding
is consistent with our results in Table 5. Figure 4
shows the local neighborhoods of industry-specific
sentence embeddings that reflect the semantic simi-
larity of different industries. We observe that em-
beddings of the same aspect label are close to each
other, and those of semantically similar aspect la-
bels are closer when compared to embeddings with
semantically dissimilar aspect labels. For example,
embeddings with the semantically related aspect
labels ”Film Industry”, ”Music Industry”, and ”Ra-
dio Broadcasting” are close to each other, whereas
”Rail Transport” and ”Maritime Transport” are lo-
cated next to each other.

Mali

Bahrain

Saudi Arabia

Egypt
Tunisia

Kenya

Ghana

Barbados
Dominican Republic

Democratic Republic of the Congo

Uganda

Bangladesh

Bhutan

Myanmar

Figure 5: Local embedding space for single-aspect sen-
tence embeddings based on the country aspect. The
colors represent different aspect labels for the country
aspect.
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Figure 5 shows the local neighborhoods of
single-aspect sentence embeddings based on the
country aspect. We observe a similar behavior as in
Figure 4, where embeddings of semantically simi-
lar aspect labels are close. For example, country-
specific sentence embeddings of African countries
(e.g., Kenya, Egypt, and Mali), Arab countries (e.g.,
Saudi Arabia, Bahrain), and South American coun-
tries (e.g., Dominican Republic, Barbados) share
local neighborhoods, respectively. Although a cor-
relation exists between semantically similar aspect
labels and local neighborhoods in many cases, this
pattern is not consistent for all aspect labels. For
example, embeddings for the aspect label ”Austria”
are closer to the embeddings from ”Japan” than
to those for ”Germany”. This similarity pattern is
likely a result of the fact that some texts from our
training dataset are annotated with multiple aspects
(e.g., ”Amazon” is annotated with ”e-commerce”,
”retail”, and ”cloud computing”). Since the model
optimizes the embedding for Amazon to be close
to e-commerce, retail, and cloud computing com-
panies, all embeddings from these industries are
pulled closer together. As the same company often
operates in related industries (e.g., e-commerce and
retail), this is likely why sentence embeddings of re-
lated aspect labels are close to each other. The pat-
tern inconsistency may be partially a consequence
of dimensionality reduction, where fine-grained
differences between embeddings become lost.

Figure 6 shows the embeddings space for multi-
aspect sentence embeddings (Union). This multi-
aspect sentence embedding model (Union) learned
to keep embeddings close to each other that share
either the same industry or the same country or
both aspects. As shown in the figure, only the
industry aspect is colored, as it is the more dom-
inant aspect for the spatial positioning of embed-
dings. Figure 6 shows the local neighborhoods that
mostly contain embeddings of the same industry
aspects. Simultaneously, the country aspect deter-
mines the spatial positioning of embeddings within
the individual ”industry clusters”. Sentence embed-
dings that belong to a certain industry aspect, such
as ”Automotive” are split into different country-
specific sub-clusters. Furthermore, embeddings
at the boundary between industries are likely to
share the same country aspect. This is shown, for
example, in ”Automotive Industry (China)” and
”Consumer Electronics (China)” embeddings lo-
cated next to each other.

Tourism
(USA)

Hospitality
(USA)

Health Care
(USA)

Consumer Electronics
(USA)

Biotechnology
(USA)

Biotechnology
(UK)

Consumer Electronics
(China)

Automotive Industry
(China)

Automotive Industry
(Italy)

Automotive Industry
(USA)

Figure 6: Global embedding space for multi-aspect sen-
tence embeddings (Union). The colors represent differ-
ent aspect labels for the industry aspect. The aspect-
based sentence embedding model is trained with the
contrastive learning approach stated in Section 3.1 and
on the Wikipedia + Wikidata dataset described in Sec-
tion 4.2

Overall, training AspectCSE using KG proper-
ties as aspects performs well in all our evaluations.
Moreover, the multi-aspect (Union) model outper-
forms all other models by a large margin. There-
fore, using KG properties and AspectCSE to train
single-aspect and especially multi-aspect sentence
embedding models achieves meaningful results in
STS tasks.

7 Conclusion

In this work, we proposed using Wikidata knowl-
edge graph properties to train single-aspect and
multi-aspect sentence embedding models. Unlike
single-aspect sentence embeddings, multi-aspect
sentence embeddings consider multiple specific
aspects simultaneously during similarity compar-
isons. We regarded STS as an information retrieval
task and introduced the AspectCSE approach for
training aspect-based sentence embedding models
that achieve state-of-the-art performance on the
PwC benchmark dataset. Furthermore, we demon-
strated that training aspect-based sentence embed-
ding models on multiple aspects simultaneously
even surpasses the performance of single-aspect
sentence embedding models. Finally, we show that
the semantic similarity between different aspect
labels is often connected to spatial proximity in the
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embedding space. This behavior is even clear if we
train sentence embedding models only for similar-
ity within the same aspect label but not explicitly
for similarity between different aspect labels.

8 Limitations

AspectCSE only works for domains and languages
with pretrained language models available for fine-
tuning. Furthermore, using Wikidata KG prop-
erties to train single-aspect and multi-aspect sen-
tence embedding models requires the availability
of this structured information in large quantities.
For widely used languages and domains, this re-
quirement may be given. However, for under-
represented languages and domains, Wikidata in-
formation is sparse, which has a negative impact
on AspectCSE. Moreover, we evaluated our ap-
proach using texts that comprise entire paragraphs.
Whether AspectCSE can also properly represent
the specific aspects contained in individual sen-
tences needs to be investigated in future work. Fi-
nally, training AspectCSE using CPU only is not
feasible. Therefore, we used a Nvidia v100 GPU
for AspectCSE training.
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