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Abstract

This study investigates the impact of clas-
sifiers on language comprehension using
eye-tracking data and the transformer lan-
guage model. Recent research suggests
that classifiers can facilitate the under-
standing of subsequent nouns. However,
quantitative studies exploring the role of
classifiers in language comprehension are
scarce. By analyzing eye-tracking data
from 1.33 million gaze points, we exam-
ine the fixation time differences for nouns
with and without classifiers. Our find-
ings reveal that words with classifiers have
significantly shorter average duration (P
value < 0.05) compared to words with-
out classifiers, with an average reduction
in fixation time of 20.632%. Additionally,
we utilize the transformer language model
BERT to predict masked words based on
language distributions and sentence con-
text. Through word prediction experi-
ments on a data set of 100,000 segmented
and classifier-tagged sentences, we demon-
strate that retaining classifiers significantly
facilitate the prediction of the transformer
language model. Notably, classifiers not
only improve accuracy rates for subsequent
nouns (2.56 times higher), but also for pre-
ceding verbs (1.25 times higher), which
is a novel finding not reported in previ-
ous research. Moreover, measure words ex-
hibit an unexpected and noteworthy capac-
ity to contribute to prediction, while event

classifiers and approximation classifiers of-

fer greater advantages in predicting verb
semantics compared to general individual
classifiers. This observation suggests that
the Chinese classifier system operates as a
lexical-semantic system motivated by on-

tology.

1 Introduction

In languages that incorporate classifiers, the
omission of classifiers from a sentence does
not significantly impact comprehension. For

instance:

la. % EH—3k (CL) %,
zhuo shang you yi zhang (CL)
zhi.
There is a piece (CL) of paper on
the table.

1b. R EH—K.
zhuo shang you yi zha.

There is a paper on the table.

wHlZ»

Despite the absence of the classifier
(zhang - piece), 1b remains intelligible, and
the difference in meaning between la and 1b
is minimal. Does this mean that classifiers are

not useful?

The answer is no. Recent studies have re-
vealed that classifiers can improve the predic-
tion of subsequent nouns that share a classifier
(Kwon et al., 2017; Chou et al., 2014; Srini-

vasan, 2010). Consider the following example:



2a. 5 ANER— DR (CL) [MASK]
[& 8 Taga1il,
ndnrén xihuan yi xido ping (CL)
[MASK] péi ziji de gemen.
Men like a small bottle (CL) of
[MASK] to accompany their bud-
dies.

2b.  FAER— [MASK] &/ T
EORS IR
ndanrén xthuan yr zido [MASK]
pEL ziji de gemen.
Men like a small [MASK] to ac-

company their buddies.

In 2a, the presence of the classifier “jff{”
(ping - bottle) facilitates the inference that the
word hidden with [MASK] likely denotes wine
or beer. Conversely, in 2b, the absence of the
classifier introduces a range of possibilities for
the word hidden with [MASK], such as a plate
of fries, a cup of coffee, a cigarette, or a bottle
of wine, etc. In this case, the presence of the
classifier simplifies the prediction process and

reduces ambiguity.

1.1 Research Gap

In the past three decades, research on the func-
tion of classifiers has predominantly relied on
corpora or surveys (Allan, 1977; Tai, 1994;
Wu and Bodomo, 2009; Cheng and Sybesma,
2012; Chen et al., 2022; Wang and Walther,
2023).
Event-Related Potentials (ERPs), several neu-

However, with the advancement of

rological measurement studies have emerged
(e.g., Chou et al., 2014; Kwon et al., 2017).
These studies consistently demonstrate that
the mismatch between classifiers and predicted
words influences the N400 effect in the human
mind. The N400 effect demonstrated a graded
response among the mismatching classifiers,

with a smaller effect observed for classifiers

that were semantically related to the predicted
word compared to classifiers that were seman-
tically unrelated. These findings provide fur-
ther evidence for the importance of classifiers
in processing subsequent nouns.

Previous literature has provided valuable in-
sights into the function of classifiers, but a
research gap remains in understanding their

effects on sentence comprehension.

1. There is a notable lack of quantitative
studies focusing on cognitive aspects
that investigate how the presence or ab-
sence of classifiers affects word prediction

and comprehension in sentences.

2. There is a lack of research exploring the
relationship between the function of clas-

sifiers and the verbs that govern them.

3a. KRR [MASK] 7 —3z (CL)

T,

wo ganggang [MASK] le yi

ban (CL) feiji.

I just [MASK] a scheduled de-

parture (CL) of plane.

3b. KRR [MASK] T —"%#,

wo ganggang [MASK] le yi

feiji.

I just [MASK] a plane.
In 3a, the inclusion of the classifier “¥f”
(ban - schedule) provides a strong indica-
tion that the word hidden with [MASK]
likely represents the action “took”. Con-
versely, in 3b, the omission of the classifier
introduces a broader range of possibilities
such as “saw a plane”, “took a plane” or
even “bought a plane”, etc. This example
illustrates that the presence of the classi-
fier can also impact the comprehension of

preceding verbs in the sentence.



3. There is no research on the variations
in the influence on word prediction and
understanding among different types
(Chen et al., 2022) of Chinese clas-

sifiers. For example:

Sortal Classifiers Measure Words

Individual classifiers (e.g., fi pian piece of writing) Container measure words (e.g., ¥ bsi cup)

Event classifiers (e.g., 5 ching evenr) Standard measure words (e.g., JT jIn pound)

Kind classifiers (e.g., i zhéng kind) Approximation measure words (e.g., & shén body)

Figure 1: Examples of different types of Chinese

classifiers

These classifiers possess distinct mean-
ings, and it would be inappropriate to
make a simplistic inference that they have

identical semantic influences.

1.2 Research Questions

To address these research gaps, this article
investigates the role of Chinese classifiers in
sentence processing by employing eye tracking
and the transformer language model.

The study employs eye tracking data to pro-
vide a quantitative measure of human sentence
comprehension, focusing on the cognitive as-
Additionally, a

transformer language model is utilized to in-

pect of classifier research.

vestigate the machine aspect of classifier re-
search, specifically analyzing big data on con-
textualized embeddings. The research ques-

tions are:

1. What is the impact of Chinese classifiers

on noun processing in humans?

2. How does the presence or absence of clas-
sifiers affect word prediction performance

in Chinese sentences?

3. What are the variations in the influence
on word prediction among different types

of Chinese classifiers?

2 Eye Tracking Experiment

The duration of eye movement reflects the time
required for humans to comprehend sentences.
And it can be seen as a measure of process-
ing complexity and cognitive load. Our exper-
iment is to compare the fixation time differ-
ences for nouns with and without classifiers.
In this paper, duration refers to the first fixa-
tion duration (Hollenstein et al., 2021), calcu-
lated from subtracting onset time from offset

time.

2.1 Data

The dataset we use is The Database of Eye-
Movement Measures on Words in Chinese
Reading (Zhang et al., 2022) which contains
1,718 participants, 8,015 Chinese sentences,
and nearly 1.4 million fixations. It calcu-
lates nine eye-tracking metrics for 8,551 Chi-
nese words. After preprocessing, we obtain
a dataset where words are arranged in natu-
ral sequences and accompanied by their corre-
sponding duration times. The data example is

presented as Figure 2.

Experiment Sentence_ID ROI_Beginning Word_Length Word_Order Words Duration

expl 1 0 2 1 A% 256
expl 1 2 1 2 ;291
expl 1 3 2 3 ik 170
expl 1 5 2 4 X 142
expl 1 7 1 5 iz 191
expl 1 8 1 6 # o 392
expl 1 9 1 7 W 342
expl 1 10 1 8 & 180
expl 1 11 1 9 k170
expl 1 12 1 10

expl 1 13 2 11 FEX 172
expl 1 15 2 12 B& 180
expl 1 17 2 13 A% 142
expl 1 19 1 14 S0 191

Figure 2: Example of the eye-tracking dataset with
natural word sequences and corresponding dura-

tion

2.2 Methods

To assess the impact of classifiers, we will com-

pare the average duration of words accompa-



Natural language reading tasks:

a. WORD1, WORD2, WORDS3...,CL, Target Word
s kA — dken %K.
There is a piece (CL) of paper on the table.

(Duration1 Word with classifiers)

b. WORD1, WORD2, WORDS3..., Target Word
®ERH— &

There is a paper on the table.

(Duration2 Word without classifiers)

Figure 3: Example of the experiment task

nied by classifiers to the average duration of
the same words without classifiers. These mea-
surements will be conducted within the con-
text of natural sentences (Figure 3). Due
to the involvement of multiple participants in
this dataset, variations in fixation time may
occur among individuals. To enhance the re-
liability of the findings, we focused on words
that were accompanied by classifiers at least

five times and and calculated the average fixa-

tion time.

2.3 Results

From the dataset, we collected data on 29
nouns that appeared after classifiers more than
5 times. Among these nouns, there were a to-
tal of 242 fixations recorded on words that ap-
peared after classifiers, while there were 1335
fixations on the same words without classi-
fiers. We conducted statistical analyses to
compare the average duration of the 29 nouns
with classifiers and the average duration of
the same nouns without classifiers. Due to
the non-normal distribution of the data and
the independent nature of the two groups (as
they come from different sentences in natural
sequences), we employed the Wilcoxon rank-
sum test to determine the significance. With
Wilcoxon rank-sum test (statistic: -2.43, P
value: 0.015), the analysis revealed that the
average duration of a word with classifiers is

significantly shorter (P value < 0.05)

than the average duration of the same word

without classifiers.

On average, the fixation

time for nouns with classifiers is reduced by

20.632%.

Word_predicta Word predicta
1 position wi With
bility_with_clasbility_without_
fiers a
sifiers classifiers

Wor
with.

word  Frequency Word_length

R 4176-05 1 0628602736 0662430553  377E-10  271E-07 1993846154 26912 69.73538
1768

/MBS 0000282 2 0183333333 0694455923  4.98E-10  245€-08 246.3571429  69.55714
#HK  214E-06 2 0547562317 0483333333 565E-08  504E-07 1831666667  249.6666667  66.5

B 000038 1 0081333333 0275891635  265E-10  148E-08 2078 2138 66

AT 0000347 2 006462585 0237263443  560E-09  1226-07  194.8571420 2561780822 6132094
/ME 0000151 2 0210365605 0282278354  294E-10  173E-08 1854166667 2406060606 5518939
4 912E-05 1 0097402597 0549206349 3.91E-09 1856-08 1754285714 2285 53.07143
B 224E-05 2 0474275362 0212229527 ~ 337E-08  593-08 1766 219.6428571  43.04286

Figure 4: Example of results

2.4 Exception Analysis

Despite the overall finding that the average du-
ration of a word with classifiers is significantly
shorter, there are certain exceptions where
nouns exhibit longer fixation times when ac-

companied by classifiers.

Hsf ] shijian time

FE shiging thing

ENin diannio computer

JH] hua painting

CER W] dianshijii  drama

e piméo limited knowledge
N|&: ! yewlyuan salesman

HR huajia painter

We conducted a comprehensive analysis of
all exceptions present in the dataset and found
that they can be categorized into two distinct
situations.

Word  Sentence_ID Sentence
B 5049 HELRKT EFRLESEHH L
Computer 5049 That computer works better after changing the monitor.
BHE 6936 7 iX Ff YA WIEE MR R b AN BR
TVdrama 6936 In this TV dram: ing a positive role means it is him in person
=) 2774 X 18 & 3 i R R B BEEN W R G HRBRE
Painting 2774 This painting vividly portrays the spirit of swimmers striving forward in the competition,
B8 364 X B} RIIE) @75 & K P BOR 3) B WEh — ) h @ PR Rt
Time 364 Due to the flooding in various provinces in the south during this period, the government currently needs to m

B8] 4898 {EF — B} BI1) 2JF FHL Fih % 18 tbag 1R

Time 4898 After using it for a while, the phone starts to become slower

L 4983 R FIRW R M T M5 PE W P FH 0 — 4 B
Matter 4983 Reporting good news but not bad news has long become a common practice in today's Chinese officialdom.
YR 3094 X fi Wg5 R it AR 3K IE A B 9 KT
Salesman 3094 This salesperson’s constant urging for payment is extremely repulsive.

Figure 5: Example of exceptions for longer fixation

time with classifiers

1. The nouns are “HJ[f]” (shijian - time) or
“HHH” (shiqing - thing/event) which are

light nouns. They do not have too much



semantic content. People have to com-
bine aforementioned contexts to under-

stand them. It takes more fixation time.

2. These nouns are found in the structure of
“X/#F (zhé/na - this/that - demonstra-
tive pronouns) + Classifiers + Noun” at
the beginning of a sentence. People re-

quire additional time to determine the ref-

erent of this demonstrative structure. For
instance, when encountering the phrase

“EEPELALE” (zhé bu dianshiju - this

drama), individuals need time to retrieve

the specific TV drama in the mind that

this structure refers to (Figure 5).

The two situations can be accounted for by
a single factor, namely co-reference resolution.
By employing co-reference resolution, it is pos-
sible to provide a potential explanation for the
observed exceptions. The processing of lan-
guage by individuals is a complex process in-
volving multiple factors. On the one hand, the
inclusion of classifiers can reduce the fixation
time. On the other hand, the task of resolving
co-reference requires additional fixation time
for individuals to comprehend. Consequently,
this results in an overall increase in fixation
time.

This phenomenon is intriguing. Given the
constraints of the current study, investigating
the intricate system of human language pro-
cessing and exploring the multitude of factors
involved, as well as their interactions, will be

the subject of our future investigations.

2.5 Summary

The eye tracking experiment suggests that
classifiers play a beneficial role in language
processing for humans, aiding in the compre-

hension of language. On average, the fixation

time for nouns with classifiers is reduced by

20.632%.

3 Transformer Language Model

Experiment

To investigate the impact of classifiers on word
prediction performance at a large scale, we em-
ploy the transformer (Vaswani et al., 2017)
language model, specifically BERT (Bidirec-
tional Encoder Representations from Trans-
formers) (Devlin et al., 2019), to predict
BERT was selected due to

its bidirectional nature and training method-

masked words.

ology using masked language modeling, which
aligns perfectly with our experiment’s objec-
tive of predicting masked words. Our exper-
iment aims at comparing the performance of
BERT when the input includes classifiers ver-
sus when it does not.

It is worth noting that a previous research
paper, (Jarnfors et al., 2021), focused on how
BERT performs in choosing classifiers based
on contextual cues. However, our research dif-
fers from their primary focus: our research
specifically focuses on assessing the impact of

classifiers on word prediction performance.

3.1 Data

The dataset we use is the Chinese Classi-
fier Dataset (Peinelt et al., 2017) which con-
tains more than 100 million sentences illustrat-
ing the usage of Chinese classifiers, sourced
from three language corpora: the Mandarin
Lancaster Corpus, the UCLA Written Chi-
nese Corpus, and the Leiden Weibo Corpus.
The data has been cleaned and processed for
context-based classifier prediction tasks.

After preprocessing the data, we obtain the
experimental dataset consisting of masked sen-

tences with target word and classifiers.



Classifi
<CL> <h>A</h> # WPl & D88, W RL5 B By U5 B M Bl 2 (R% T35 Ol
/h> ERERT

LWC 3407254
LWC 3401766
LWC 34
LWC_34( ¢ mT5HE W4 ]
LWC_3405099 £f§ 7 17 <CL> <h>R i </h> B 4871} Sk ES

Targ fi
KIR, T4 — A [MASK] Z el [ DB, M KRE 3 BHS  RE B M B8S 3 /¥ 5 A *
M [MASK], FE% & # 7 R #
#ahah, B [MASK] B i
PAIAHT 1R [MASKI B 7 251 — 4 4 4 # #
& 7 17 3k [MASK] B/ 481 JE0k# A K

Figure 7: Example of preprocessed experimental

dataset

3.2 Methods

We conducted two experiments using word-
level BERT (wobert_ chinese_ base) to predict
subsequent nouns and preceding verbs in two
different environments: one with classifiers
and one without classifiers (they are the same
sentences with the only difference being a clas-
sifier). The input for both experiments is the
masked sentence, and the output is the pre-
dicted word for the masked position.

To analyze the results, we compare accu-
racy, perplexity of the predictions, and seman-
tic similarity between the words predicted by
BERT when using the MASK token and the
target word. The accuracy measures how often
the predicted word matches the target word,
while the perplexity measures how well the lan-
guage model predicts the target word given
the context, and the semantic similarity as-
sesses the closeness of meaning between the

two words.

3.3 Results

Through word prediction experiments on a
dataset containing 100,000 segmented and
classifier-tagged sentences, we demonstrate
that among 100,000 sentences retaining the
classifier the semantic similarity between pre-
dicted words and target words are signifi-
cantly (Wilcoxon signed rank test, P

value < 0.01) higher compared to cases

[CLS] A B — /b JHi L W B 12 19 D . [SEP)

Men like a small bottle (CL) of wine to accompany their buddies.

BERT

1

[cLs] BA =K — /b i (cy [MASKI B IIC 1 EHIT . [SEP]
Men like a small bottle (CL) of [MASK] to accompany their buddies.

Figure 8: Example of the prediction experiment

without the classifier. We chose the Wilcoxon
signed rank test due to the non-normal distri-
bution of the data and the paired nature of
the observations. Additionally, we observed
that the prediction accuracy and average per-
plexity also improved with the presence of the

classifier.

3.3.1 Results for Predicting Nouns

Notably, the prediction accuracy for nouns
following a classifier is 2.56 times higher
than for nouns without a classifier (49.89% vs.
19.48%).

ity when using classifiers (5.43) is significantly

Furthermore, the average perplex-

lower than the perplexity without classifiers
(7.01) (lower perplexity indicate more certain
in its prediction). Additionally, when utiliz-
ing classifiers, among 100,000 sentences, we ob-
serve a significantly higher (Wilcoxon signed
rank test, P value < 0.01) semantic similarity
between the words predicted by BERT using
the MASK token and the target words, com-
pared to scenarios without classifiers. On aver-
age, the semantic similarity scores were 0.9642
and 0.9396, respectively.

Nevertheless, it is intriguing to note that
measure words display an unexpected
and noteworthy capacity to contribute

to prediction, despite being traditionally as-



Masked sentence with_classifiers

B4 F £ [MASK) X4 3 2

Why is it so difficult to buy piece of [MASK]?

BRE 2 | K = 8 (MASK), {82 EF 2 RIFE X R & 1]

Although it is still the usual three shou (CL for songs or poems) [MASK], the pic
RE R — 5] [MASK] 483 5748

As long as you one ju (CL for words) [MASK], it will definitely work tence ntence

Target word Predicted word Semantic_similarity
(T X 1

Masked_sentence_without_classifiers Target_word Predicted_word Semantic_similarity

A4 £ [MASK] X4 # ? &R 0.9257905
Why is it so difficult to buy [MASK]? t

ERE R MB &) = [MASK], BR ER R RIFE & A & R 0.952944
Although it is still the usual three [MASK], the pictures are quite satisfying for RI

RE R — [MASK] B3 §74% 0.9614661

As long as you [MASK), it will definitely work.

Figure 9: Example of noun prediction results

sociated with counting or measuring rather
than classifying, as suggested by scholarly dis-
course. This is a phenomenon that has not yet

been well discussed within scholarly literature.

Average_similarity_of nou Average_similarity_of n Accurate_times_with_ Accurate_times w

. " . N o B o Ratio
ns_with_classifiers ouns_without classifiers classifiers ithout_classifiers

Classifiers Count

52 0.673326993 0.650225342 29 6 4.83333

ES

3K 250 0.658654584 0.622359962 137 31 441935
i 25 0.114775417 0.097644558 11 3 366667
B 81 061164624 0.592084689 43 12 358333
# 96 0.702991492 0.693028392 21 6 35
a 28 0.328785524 0.314990641 7 2 35
3] 27 0.455741 0432371189 10 3 333333
# 42 0.450428754 0431866974 13 4 3.25
e 39 0.764373253 0.749302692 16 5 32
a 175 0.789781876 0.770397667 17 38 307895
bl 61 0.367503204 0.330527925 9 3 3

bl 70 0.506533647 0.498603992 20 7 285714
# 123 0.472460536 0.449089391 54 20 2.7
R 112 0507577223 0.495307459 34 13 261538

Figure 10: Example of classifier performance in

noun prediction

For instance, the container measure word
“F£7 (bei - glass) exhibits a substantial influ-
ence on noun prediction. In the presence of
“FR7, the accuracy of predictions amounts to
13, whereas in its absence, the accuracy dimin-
ishes to merely 4, resulting in a noteworthy
ratio of 3.25. This dataset encompasses vari-
ous other measure words that similarly exert
a profound impact on enhancing noun predic-
tion, such as “H” (pian - piece) and “JiF” (d1 -

drop), among others.

3.3.2 Results for Predicting Verbs

Regarding the prediction of verbs preceding
classifiers, our analysis reveals that among
100,000 sentences, retaining the classifier re-
sults in a significant increase (Wilcoxon
signed rank test, P value < 0.01) in the
semantic similarity between predicted words

and target words. And on average, the seman-

tic similarity scores were 0.961 and 0.957, re-
spectively. Furthermore, the prediction accu-
racy is also higher when classifiers are retained,
reaching 1.25 times that of cases without the
classifier (54.36% vs. 43.42%). Additionally,
the average perplexity when classifiers are em-
ployed (4.27) is notably lower compared to
cases without classifiers (5.34).

Moreover, it is worth noting that event clas-
sifiers and approximation measure words offer
greater advantages in verb semantic prediction

as compared to general individual classifiers.

Average similarity_of_ Average similarity_of_| Accurate times_| Accurate_times w

Classifiers | Count | ins with classifiers nouns without classifi with_classifiers ithout_classifiers =1
* 23 09785815 0973797815 12 7 171429
#® 27 0981827506 0970862137 15 9 166667
A 61 0821293035 0781302772 36 25 144
1% 42 0936900002 093249495 24 17 141176
® 25 0897755793 0891291617 14 10 14
x4 28 0983012111 0.974674852 18 13 1.38462
] 112 0852935576 0831411248 57 42 135714
E 52 0741218687 0.738914916 19 14 135714
7 127 0883301424 0876822687 65 48 135417
) % 0873416343 0868755335 47 35 134286
% 123 0894776404 0921760185 55 4 134146
bl 70 0862182606 0.884515384 32 24 1.33333
# 31 0915016388 0908512439 16 12 1.33333
= 30 0903569024 0.965584084 12 9 1.33333

Figure 11: Example of classifier performance in

verb prediction

For instance, among the top 10 classifiers
that exhibit a significant influence on verb pre-
diction, 7 of them are event classifiers or ap-
proximation measure words. These particular
classifiers play a crucial role in accurately pre-

dicting verbs.

3.4 Exception Analysis

Exceptions occur when the meaning of clas-
sifiers is highly generalized and abstract,
lacking sufficient semantic information. Out
of the 10,000 sentences analyzed, it was
found that in 775 sentences where classifiers
were present, the prediction performance
for nouns was worse compared to sentences
without classifiers. Similarly, in 613 sentences
with classifiers, the prediction performance
for verbs was worse compared to sentences

without classifiers. Notably, the three main



Noun Exceptions 775/10000

Classifiers Worse performance
461
51
39
12
11
11
11
9
7
7

ir TR SR PR &N R

Figure 12: Example of exceptions for worse perfor-

mance in noun prediction with classifiers

Verb Exceptions 613/10000

Classifiers Worse performance

277
46
40
14
14
11
10
10
10

8

& m R A S

Figure 13: Example of exceptions for worse perfor-

mance in verb prediction with classifiers

classifiers associated with these exceptions
are “7 (ge), “Fp” (zhong), and “WK” (ci).
These classifiers are typical general classi-

fiers that lack specific semantic information.
A~ ge a classifier used to count individ-

uals or objects

Fh zhong  a classifier used to count types,
kinds, or species
K cl a classifier used to count occur-

rences of an action or event

3.5 Summary

After conducting large-scale investigations,
the results indicate that the inclusion of clas-
sifiers can facilitate the prediction of trans-
former language models not only on subse-

quent nouns but also on preceding verbs.

4 Discussions

This section will address two key questions

that require further discussion.

1. Why can Chinese classifiers affect word

prediction performance not only for nouns

but also verbs?

2. Why measure words also display an un-
expected and noteworthy capacity to con-

tribute to prediction?

One possible explanation is that the Chi-
nese classifier system operates as a lexical-
semantic system that is ontologically
motivated (Chen et al., 2022). It takes
into consideration not only the perceptual at-
tributes of objects but also factors such as
functionality, event structure, and other fac-
tors (formal, constitutive, telic, participant,
event participating, descriptive, and agentive
(Huang, 2013)).

For instance, the classifier “f4:” (jian - a
piece) exemplifies the formal aspect of the
noun “&KAR” (yifu - clothes), while the classi-
fier “#t” (ban - schedule) represents the event
participating aspect of the noun “ K" (feiji
- plane). This is why we are able to predict
phrases like “3Z{f [MASK]” (buy a piece of
[MASK]) and “[MASK] —¥t &HL” ([MASK] a
flight) with the help of classifiers.

The underlying ontology of classifiers assists

us in language processing.

5 Conclusion

This paper investigates the role of Chinese clas-
sifiers in sentence processing through the uti-
lization of eye tracking and the transformer
language model. The study reveals three pri-

mary findings:

1. Classifiers have a beneficial impact on lan-
guage processing for humans. On average,
the fixation time for nouns with classifiers
is reduced by 20.632%.

2. Classifiers can facilitate the prediction of

transformer language models, not only



for subsequent nouns (with a 2.56 times
higher accuracy rate) but also for preced-
ing verbs (with a 1.25 times higher accu-

racy rate).

3. Different types of classifiers exhibit vary-
ing abilities to improve prediction. For
example, measure words exhibit an unex-
pected and noteworthy capacity to con-
tribute to prediction; event classifiers

demonstrate better performance than typ-

ical individual classifiers when predicting

verbs, etc.

6 Limitations

Despite the promising results obtained in our
data analysis, there are still several areas that

require further improvement.

1. This paper utilizes eye tracking and trans-
former language models, but the integra-

tion between them is still superficial.

2. Language processing in humans is a com-
plex system involving multiple factors
such as classifiers and co-reference reso-
lution. It is important to qualitatively in-
vestigate the impact of different factors
on language comprehension and their in-

terplay.

3. While this paper explains classifiers theo-
retically, it lacks exploration in practical
applications, such as designing a system
for learning classifiers and using classifiers
to detect cognitive impairments and re-

lated disorders, etc.

7 Ethics Statement

We affirm our commitment to contributing
positively to society, prioritizing the avoid-

ance of harm, and maintaining honesty and

trustworthiness in our work. We do not an-
ticipate any significant risks associated with
our research. All experiments conducted in

this study were based on publicly available

datasets.
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