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Abstract

Automatic content generation based on natu-
ral language processing is an active research
area, especially for story generation. Research
on story generation has focused on generat-
ing consistent text pertaining to characters’ ac-
tions and events; however, there have been
few studies on generating characters’ lines
(utterances) and dialogues. Story plots are
not created to stand alone, but are instead
used as the basis for the next step in the cre-
ation process, such as creating the scripts of
movies or plays, the storyboards for comics,
and the main body of novels. This paper pro-
poses a Progress-aware and Sample-based Line-
Generation Model (PSLGM) that bridges the
gap between automatic story generation and
practical content generation. The PSLGM esti-
mates the progress of a given plot from context
and uses line samples to generate characters’
lines based on the plot. Line-generation ex-
periments using a novel dataset created using
Japanese four-panel mangas revealed that the
PSLGM can generate lines that follow given
plots and match characters’ personalities.

1 Introduction

Automatic content generation based on natural lan-
guage processing has attracted considerable atten-
tion, particularly for story generation. Early stud-
ies involved manually created rules, knowledge-
based planning, and case-based reasoning (Meehan,
1977; Lebowitz, 1987; Perez and Sharples, 2001;
Gervas et al., 2004; Porteous and Cavazza, 2009;
Li et al., 2013).Recently, various neural network-
based story-generation models have been proposed
that do not require manual preparation of rules or
knowledge bases (Fan et al., 2018; Ni et al., 2019;
Liu et al., 2020a; Ammanabrolu et al., 2021).
Research on story generation has focused on
generating consistent text pertaining to characters’
actions and events; however, there are no studies
on generating characters’ lines (utterances) and

dialogues. Existing study has been proposed a
method and dataset for selecting an appropriate
line to a given plot and context (Zhu et al., 2020).
However, no speaker information is provided for
the utterances in this dataset, and we cannot dis-
tinguish whether successive utterances are by the
same speaker or not. This significantly increases
the difficulty of line generation, and in actual, no
existing work addressed the problem of generating
speaker’s lines following a given plot and context
using this dataset. Story plots do not stand alone,
but are used as the basis for the next step in the
creation process, such as for creating the scripts of
movies or plays, the storyboards for comics, and
the main body of novels. Automatic story genera-
tion is a challenging task from the perspective of
natural language generation. Content generation is
limited to the creation of intermediate products in
the content.

This paper proposes a model for generating char-
acters’ lines based on the story. Herein, we focused
on four-panel mangas, one of the simplest content
types with a story, which is compatible in genre
and story length with story generation datasets such
as ROCStories (Mostafazadeh et al., 2016). Table
1 presents an example of line generation based on
the manga shown in Figure 1.

In addition to the problem of consistent text
generation, which is essential in story generation,
two other challenges must be addressed. The first
challenge is the generation of lines that follow a
given plot. For generating a story from a given
title (Fan et al., 2018; Yu et al., 2021), flexible lan-
guage generation is allowed, although the domain
is constrained to a certain extent by the title. A
planning-based response generation method for di-
alogue systems has been proposed, in which there
is a one-to-one semantic correspondence between
the information (plan) and the utterance to be gen-
erated (Nayak et al., 2017). By contrast, our task
requires generating lines that follow a given plot,



Chris asks Betty to order a large
portion of breakfast as usual.
Dorothy criticizes that gluttony
will make Chris fat in the mid-
dle age, but Chris excuses him-
self because he has a PE class.
Betty defends that he cannot
do a good job if he is hungry.
Chris is entranced by Betty’s
kindness.

Betty : Would you order the
usual breakfast set?

Chris: Yes. I will get an extra-
large set.

Dorothy: You are a glutton.
Chris: Because I have a PE to-
day and I'm starving.

Dorothy

Story plot
(summary)

Context

Next speaker

Actual I bet you will be fat when you
line reach middle age.

Generated You will get fat when you reach
line middle age.

Table 1: Example of story, context, next speaker, correct
line and generated line in our model. (Originally written
in Japanese.)

and the story and lines do not have a one-to-one cor-
respondence. Additionally, because actions and sit-
uations pertaining to multiple speakers are written
together in a plot, the models must consider which
parts of the plot should be utilized, depending on
the context and speaker. The second challenge is
to generate lines that match the speaker’s personal-
ity. The character-centric story generation model
(Liu et al., 2020a) represents each character as an
embedding vector using distributed representations
of verbs associated with the character, and predicts
consistent actions using actions (verbs) appropriate
for each character. In dialogue systems, various
neural response generation models that incorporate
speaker information have been proposed (Li et al.,
2016; Zheng et al., 2020; Liu et al., 2020b). As a
corpus for training these models, the PERSONA-
CHAT dataset (Zhang et al., 2018) was created
by presenting profile sentences to cloud workers
and having them interact with each other accord-
ing to the given settings. The profile sentences
mainly comprise biographical information, objec-
tive facts, and hobbies and preferences, such as “I
have a dog." and “I like autumn." This personal in-
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breakfast set?
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large set.
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® It is true that the
stomach carries the feet.

@ Betty, you are so sweet.

Oh well!

Figure 1: Example of an our four-panel manga we origi-
nally created for this study.

formation is helpful for generating self-disclosing
utterances in a chat dialogue between people who
have never met before. However, in the generation
of characters’ lines based on a story plot, the profile
sentences are effective only in limited situations.
Additionally, since the story plot is not written by
each character separately and is written in chrono-
logical order, the models cannot freely utilize it
for generation. The models must instead recognize
the dialogue situation as well as the speaker and
then select the parts of the given story plot for line
generation.

In this study, we propose a Progress-aware and
Sample-based Line Generation Model (PSLGM)
that estimates the progress of a given plot from
context and uses speaker’s line samples to generate
characters’ lines based on the plot. Additionally,
we create a new dataset comprising story plots and
dialogue pairs to train and evaluate our model by
annotating four-panel mangas.

The contributions of this study are as follows:
(1) We propose a story plot-based line-generation
task, which follows after story generation. Given
a story plot, which is the target of the story gen-
eration task, our task is to generate the lines of
characters, (2) We propose a PSLGM, a simple
yet powerful model for line generation, (3) The



results of dialogue-generation experiments using a
dataset created from four-panel mangas indicate
that the PSLGM can generate lines that follow
given plots and match characters’ personalities and
outperforms baseline models, including large pre-
trained language models.

2 Story-Plot-Based Line Generation

Herein, we propose a model for generating the
lines of the next speaker based on a given plot and
the history of lines between characters. First, we
present the formulation of our story plot-based line
generation task and its notation.

The model receives the story plot S, context C
and next speaker name U as inputs. Story plot S'is
a text comprising one to five sentences describing
a story. Context C is a history of lines, i.e., text
written in the format “(speaker name 1) : (utterance
1), (speaker name 2) : (utterance 2) ... (speaker
name N) : (utterance N)." Next speaker’s name U
is a text of character name whose lines are to be
generated.

From the abovementioned input, the model out-
puts a line Y for the next speaker U. We follow the
same generation settings as presented in the pre-
vious response generation studies (Li et al., 2016;
Zheng et al., 2020), where responses (lines) are
generated in an utterance-by-utterance manner.

3 Proposed Model

As shown in Figure 2, the PSLGM contains two
encoders, two decoders, a progress estimator and a
line database (DB). We introduce all the modules
in the following subsections.

3.1 Pretrained Transformer

For the two encoders and decoders in our model
(the blue and green blocks, respectively, presented
in Figure 2), we use a pretrained transformer archi-
tecture, which has been demonstrated to be effec-
tive in various NLP tasks, such as generation, clas-
sification, and extraction (Vaswani et al., 2017; De-
vlin et al., 2018; Liu et al., 2019; Raffel et al., 2020).
We used the corrupted span prediction task pro-
posed in TS5 (Text-To-Text Transfer Transformer)
(Raffel et al., 2020) for pre-training.

The parameters of the pretrained transformer en-
coder and decoder are copied to the two encoders
(the blue blocks presented in Figure 2) and de-
coders (the green blocks presented in Figure 2) in
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Figure 2: Overview of PSLGM. The blue and green
blocks indicate the transformer encoder and decoder,
respectively, and the gray block indicates the fully con-
nected layer. The story plot .S, context C' and speaker
U are encoded by the story and context encoder and
the encoded output is fed into the progress estimator
and story and context decoder. The progress estimator
estimates the progress a, which represents how much
story plot has been expressed by the context. Then, the
line samples E of the speaker U are extracted from the
line DB and encoded via the line sample encoder. The
encoded line samples are fed into the line sample de-
coder. The samples are used to reflect the characteristics
of speaker U in the lines to be generated. Finally, a
weighted sum of the outputs of each decoder is used as
the lexical distribution to obtain the output.

the PSLGM and then trained for the line-generation
task.

3.2 Story and Context Encoder

The input sequence of the story and context encoder
is as follows. The story plot S, context C' and
next speaker U are tokenized by SentencePiece
(Kudo and Richardson, 2018) to obtain S’ C’ and
U’. Subsequently, we concatenate S’ C’ and U’
with special tokens ([CLS] and [SEP]) to obtain the
input sequence Xgo ={[CLS] S’ [SEP] C’ [SEP]
U’}. We feed the input sequence to the transformer
encoder, and obtain the distributed representation
Rsc = {r{°, ...r]%gc}, where Ng¢ is the length
of Xgc.

3.3 Progress Estimation Learning

The story plot is described in a chronological or-
der, and the context reflects the story plot from the
beginning up to a certain point. In the learning
phase, the PSLGM estimates the progress a, which
represents how much of the story plot has been
expressed in the context. The progress provides a
clue to what part of the plot the model should fo-
cus on, which can facilitate more appropriate line



generation.

The PSLGM estimates the progress a only in
training phase to embed the progress information
in the distributed representation of story plot and
context Rgc. The progress takes values between 0
and 1, and is calculated using rfc corresponding
to the output of the [CLS] token in Rgc as follows.

a = sigmoid(W,r{¢ + b,) (1)

where W, and b, are parameters of the fully con-
nected layer.

Let a be the actual progress, we define the
progress loss function L., using the mean
squared error function between a and a. In experi-
ment, we chose the actual progress @ = (number of
lines in given context C') / (total number of lines
in the four panel).

3.4 Line Samples

The generated lines should reflect the characteris-
tics and personality of the speaker. As mentioned
in the Introduction, several models have been pro-
posed to reflect the personality of the speaker by
providing profile sentences (Li et al., 2016; Zhang
et al., 2018; Zheng et al., 2020). However, pro-
file sentences are only useful in limited situations.
Therefore, we use line samples collected based
on the speaker’s personality and characteristics as
supplementary information to generate target lines.
There are several ways to collect these samples:
collect them from utterances by people or charac-
ters who are models for the speaker, collect them
from another scene of that speaker, or newly create
them by hand. In our experiment, we use lines from
another scene.

A set of line samples E = {ej, €2, ..., eny | as-
sociated with speaker U is obtained from the line
DB, where e; denotes each line sample, while Ng
is the number of samples. We used Ng = 20 in
the experiments. Each sample is tokenized by Sen-
tencePiece, prefixed with a [CLS] token, and fed
into the line sample encoder. We obtain the vec-
tors corresponding to the [CLS] token from the
encoder as the distributed representations of these
line samples. Thus, we obtain the set of distributed
representations Rp = {7, , ...7ey, } corresponding
to the line sample set F.

3.5 Line Generation

Finally, we use the output of the story and con-
text decoder using the distributed representation of

plot and context Rgc and the output of line sam-
ple decoder using the distributed representation of
line samples Ry for the line generation. The story
and context decoder is dedicated for generating
appropriate lines related to a given plot and con-
text, whereas the line sample decoder specializes
in generating character-specific lines. Our model
employs a weighted sum of each decoder’s outputs
to generate character-specific line that follows the
story plot and context.

We use the transformer decoder as the decoders
in PSLGM. In the story and context decoder, the
output htSC e RIVI at time ¢ is obtained using to-
ken sequence output ;.41 from time 1 to ¢ — 1
and the distributed representation of plot and con-
text Rgc as inputs. |V/| indicates the vocabulary
size. Similarly, in the line sample decoder, the out-
put hP € RI!VI at time ¢ is obtained using token
sequence output y;.,—1 and the distributed repre-
sentation of line samples Rr. Notably, the token
sequence ¥1..—1 is the same between the two de-
coders.

Finally, the vocabulary distribution D; € R
at time ¢ is calculated as follows.

Vi

D; = softmax(ah;C + (1 —a)hf) (2)

where the hyperparameter o = 0.8 in the experi-
ment.

We define the generation loss function L, us-
ing the softmax crossentropy function between vo-
cabulary distribution P and actual line Y. The
overall model loss function £ is defined on the ba-
sis of the generation and progress loss functions
Lgen and L4 as follows:

L= ’Ygenﬁgen + ’Yprogﬁprog (3)

where the hyperparameter e, is 1.0 and 7,4 is
0.2 in the experiment.

4 Experiment

4.1 Dataset

In the experiment, we created a new dataset us-
ing four-panel mangas, one of the simplest content
types with a story. Four-panel mangas are also
appropriate in size because the story is generally
completed in four frames, and the maximum num-
ber of lines is approximately 10.

We used two datasets in this experiment. The
inner data was created using 35 commercially
available Japanese four-panel manga titles includ-
ing genres such as science fiction, fantasy and



Inner Open
Book titles 35 4
Four panel mangas | 7,686 | 487
Lines 62,109 | 3,232
Words per plot 49.59 | 55.93
Words per line 6.03 6.50

Table 2: Statistics of dataset used in the experiment

ordinary life. The open data was created using
three titles from the Mangal09 dataset (Matsui
et al.,, 2017; Aizawa et al., 2020) (book titles:
Akuhamu, OL Lunch and TetsuSan) and a title that
we created. The inner data cannot be published
owing to copyright considerations; however, the
open data (differential data obtained from the
three titles in the Mangal(Q9 dataset and whole
data from our original manga title) is available at
https://github.com/1never/MangaLineGeneration/.

For the dataset construction, we transcribed lines
in speech bubbles, and created summaries of the
four-panel mangas, which were used as the story
plots. We hired employees to create summaries
of the four panels and transcribe lines presented
in speech bubbles. We instructed them to prepare
summaries based on the following three criteria: (1)
The summary of the four panels should comprise
one to five sentences. (2) It should be possible
to infer the speaker’s lines from the summary by
including the names of characters and proper nouns
that appear in the lines as often as possible. (3)
Lines in bubbles should not be directly included in
the summary.

Only text enclosed in speech bubbles was consid-
ered as lines for the transcription, and we excluded
onomatopoeia and other writing. In the experiment,
lines of six characters or less are not used for gener-
ation target because some lines are too short (e.g.,
“Oh") or contain only symbols (e.g., “!!!"),

The statistics of the constructed dataset are pre-
sented in Table 2. An example of a four-panel
manga is provided in Figure 1, and examples of a
summary (story plot) and lines created from Figure
1 are provided in Table 1. Another data example
and four-panel manga are shown in Appendix.

4.2 Compared Models

We compared our PSLGM to four existing models
and two ablation models to evaluate the effective-
ness of our proposed line generation model.

The first model is a vanilla transformer-based

seq2seq model (transformer). The number of pa-
rameter is the same as those in the PSLGM. It
generates a line using a tokenized and concate-
nated sequence of the story plot, context and
next speaker. The second model is the Japanese
GPT-2 (GPT-2-Ja). This model has the same ar-
chitecture as the GPT-2 medium (Radford et al.,
2019) and is pretrained using Japanese Wikipedia
and Japanese CommonCrawl data (Conneau et al.,
2020). We fine-tuned the model with concatenated
sequences of a story plot, context, next speaker,
and line. For inference, concatenated sequences
of the story plot, context, and next speaker are
provided, and the lines were generated. The third
model is the Japanese Dialogue Transformer (JDT)
(Sugiyama et al., 2021), which is a transformer
encoder-decoder-based dialogue model with 1.6B
parameters trained on 521GB of Japanese Twit-
ter dialogue data. It is one of the most powerful
Japanese neural dialogue models among the pub-
licly available ones. For comparison, we use two
variations of JDT, i.e., one without fine tuning (JDT
w/o ft) and one with fine tuning (JDT), employing
the same data as the input and output to the vanilla
transformer—based model.

There are two types of ablation models: one
without progress estimation learning (w/o progress)
and one without line samples (w/o sample).

4.3 Implementation Details

The fairseq toolkit (Ott et al., 2019) was used
to implement the PSLGM. For the transformer
encoders and decoders used in the PSLGM, the
number of layers, hidden layer dimensions, num-
ber of attention heads, and vocabulary size are
the same as those for the JDT (Sugiyama et al.,
2021). The transformer encoders (the story and
context encoder and line sample encoder) used in
the PSLGM have two layers, and the transformer
decoders (story and context decoder and line sam-
ple decoder) has 24 layers, with 1,920 dimensions
in the hidden layer and 32 attention heads. Vo-
cabulary size of the encoders and decoders is 32K.
AdaFactor (Shazeer and Stern, 2018) was used as
the optimizer. The learning rate was 5e—5 and the
batch size was 48. The optimal learning rate and
batch size were determined by changing the com-
bination of hyper-parameters based on validation
loss for all models. We trained all models using
a single NVIDIA A100 80GB GPU. The PSLGM
model took 1 to 2 hours for training and testing.



For pre-training, we used the span prediction
task proposed in TS5 (Text-To-Text Transfer Trans-
former) (Raffel et al., 2020). Pre-training was per-
formed from scratch, and the data comprised 200
GB of text data written in Japanese obtained from
the Internet, including Wikipedia articles, SNS, fo-
rum posts and online novels.

4.4 Experimental Settings

The experiments were conducted under two differ-
ent settings: the known and unknown settings. The
known setting assumed the generation of sequels
and substories with the same characters and world-
view as in previous works. Thus, in this setting,
the model knew the characters and worldview at
the time of inference. We randomly shuffled the
inner and open data in this setting and split them
into training, development, and test data in a ratio
of 8:1:1, respectively.

The unknown setting assumed the generation of
new works. In this setting, the model generated the
lines of unknown characters with unknown world-
views at the time of inference. We used the inner
data as the training data, and the open data were
used as the development and test data. We divided
the open data into first and second halves for each
title, with the first half being the development data
and the second half being the test data.

The line DB for the samples was prepared sepa-
rately for the training, development, and test data.
In addition, we did not use lines from the same
four panels as samples, which were the target of
dialogue generation. For example, when generat-
ing a line for speaker A in the second panel of a
four-panel manga, the lines of speaker A in the
first, third, and fourth panels were excluded from
the DB. We used a maximum of 20 samples, and
if more than 20 samples were available from the
DB, we randomly selected 20 samples. The aver-
age number of line samples per input sequence was
11.27 in the experiment.

For all the models, beam search was used for
the generation and the beam size was set as 20. To
unify the generated line lengths, the minimum gen-
erated length and the length penalty were adjusted
so that the brabity penalty in BLEU was not less
than 0.9.

| BLEU | ROUGE | D-1 | D-2 |

Known setting
Transformer | 0.23 .066 .011 | .037
GPT-2-Ja 1.07 .089 .076 | .285
JDT w/o ft 1.19 .096 .049 | 216
JDT 4.35 136 J21 | 401
PSLGM 8.37 210 114 | 422
| w/o progress | 837 | 209 | .109 | 412 |
w/o sample 8.15 205 105 | 403
Unknown setting
Transformer | 0.03 .041 .013 | .037
GPT-2-Ja 0.62 .067 109 | .337
JDT w/o ft 1.04 .092 .069 | 241
DT 2.50 .099 188 | .493
PSLGM 6.11 173 .166 | .486
| w/o progress | 5.90 | .172 | .161 | .478
w/o sample 5.84 170 159 | 479

Table 3: Results of automatic evaluation. Each value
represents the average of 10 runs. The known setting
(upper) assumes the creation of sequels and sub-stories,
and the book titles are shared across the training, de-
velopment, and test data. The unknown setting (lower)
assumes the creation of new works, and the book titles
used in the test data are not included in the training and
development data.

5 Results and Analysis

5.1 Automatic Evaluation

We used the following automatic measures: BLEU,
ROUGE, Distinct-1 (D-1), and Distinct-2 (D-2).
BLEU is an algorithm for evaluating machine trans-
lation models, while ROUGE is an algorithm for
machine summarization models. We used Sacre-
BLEU (Post, 2018) for BLEU implementation. For
ROUGE, several variations have been proposed
with different sequence matching methods. In our
experiment, we used ROUGE-L, which has been
reported to correlate highly with human evaluation
(Lin and Hovy, 2002), and the implementation in
the tf-seq2seq framework.Distinct-[1,2] denotes the
number of distinct [1,2]-grams divided by the total
number of [1,2]-grams and evaluates the diversity
of generated texts.

Table 3 presents the automatic evaluation results.
Each value is the average of 10 runs. The results
indicate that the PSLGM achieved the best perfor-
mance in BLEU, ROUGE, and D-2 and the second
best in D-1 in the known setting. In the unknown
setting, the PSLGM exhibited the best performance
in terms of BLEU and ROUGE and the second best



Criterion Description ‘ Cons. ‘ Appr. ‘ Ind. ‘ Flu. ‘
Consistency Is the line in accordance with Known setting
(Cons.) the given story plot? JDT 2.34% | 2.30% | 2.88* | 3.35T
Appropriateness | Is the line appropriate to the PSLGM 258 | 263 |312 |3.38
(Appr.) given context as a response? | w/o progress | 2.46T 1249t [ 312 |336 |
Individuality Does the line reflect the w/o sample | 2.44* | 2,511 | 3.09" | 3.34
(Ind.) speaker’s personality? | Oracle | 323 | 324 |341 |346 |
Fluency (Flu.) | Is the line grammatically cor- Unknown setting
rect? IDT 2.32% | 2.12% | 2.71* | 3.18*
o ' PSLGM 270 | 271 | 289 | 331
Table 4: Criteria of manual evaluation W /707p1joig ress | 250F 1259+ 286 1327 |
w/o sample | 2.53* | 2.51* | 2.80" | 3.27
in D-1 and D-2. The D-1 and D-2 measures of the Oracle 326 324 1332 |341

PSLGM were smaller than those of other models in
some cases. The D-1 and D-2 results are discussed
in section 5.3 along with the subjective evaluation
results. Examples of lines generated by each model
are shown in Appendix.

5.2 Manual Evaluation

Based on the results of the automatic evaluation, we
conducted a manual evaluation using the following
four models: JDT, which had the best performance
among the compared models, the PSLGM and two
ablation models. For reference, we also evaluated
the lines actually used in the mangas (oracle).

Lines were evaluated from four aspects: consis-
tency, appropriateness, individuality, and fluency.
The details of the criteria are listed in Table 4.

Through the crowdsourcing website Crowd-
works (https://crowdworks.jp/), we employed 100
workers in each of the known and unknown set-
tings. The workers were instructed to annotate the
generated lines from the four aspects with four pos-
sible scores: 1, 2, 3, and 4 (4 indicating the best
score). Each worker evaluated the lines generated
by each model for 10 pairs of story plots and con-
texts. Notably, we did not inform the evaluators
which lines were the result of which model.

Table 5 presents the results of the manual eval-
uation. The table also contains the results of the
Mann—Whitney U-test between the PSLGM and an-
other model. The results indicate that the PSLGM
had the highest scores in all items in both the known
and unknown settings. In comparison with the JDT
model, significant differences were observed in all
criteria. In comparison with the ablation models,
significant differences were observed in several cri-
teria except for fluency.

The above automatic and manual evaluation re-
sults demonstrate the effectiveness of PSLGM.

Table 5: Results of manual evaluations. + and * in-
dicate significant differences at the 5% and 1% levels,
respectively, between the PSLGM and compared model.

5.3 Analysis

PSLGM vs. JDT Comparing the PSLGM
and JDT, the PSLGM showed higher BLEU and
ROUGE in the automatic evaluation and signifi-
cant differences were observed in all items during
the manual evaluation. Considering the very poor
results of the vanilla transformer model without pre-
training (Table 3), pretraining is considered crucial
for this task. Therefore, the difference between the
PSLGM and JDT is attributed to the task and data
for pretraining. JDT is pretrained for the last ut-
terance prediction task using Twitter dialogue data.
Because the last utterance in the input sequence is
the most important part for the last utterance pre-
diction, the model is trained to emphasize the latter
part of the input during the pretraining. In our line
generation task, the plot is included in the first part
and the context in the remaining part of the input
sequence; thus, the story plot is not well utilized
in the JDT model. Meanwhile, the PSLGM is pre-
trained using various data, including the novel text,
which is a creative work like manga, and pretrained
for the span-prediction task that can only be solved
by considering the entire sequences, resulting in
natural and appropriate generation.

In the automatic results in the unknown setting
in Table 3, the JDT model has the highest D-1 and
D-2 scores. Alternatively, the JDT model exhibits
the lowest scores in all criteria during the manual
evaluation. Therefore, we can conclude that the
results of D-1 and D-2 of the JDT model are the
outcome of generating several lexically diverse but
grammatically and contextually inappropriate lines.



PSLGM vs Ablation models The automatic
evaluation results indicate that the PSLGM per-
formed better than the ablation models, indicating
that both the progress estimation and the use of line
samples are effective.

Comparing the results of manual evaluation be-
tween the proposed and w/o progress model, sig-
nificant differences were observed in consistency
and appropriateness in both known and unknown
settings, indicating that the progress estimation is
effective for natural line generation. Observing the
outputs of the w/o progress model, we found that
the words included in the given plot are generated
in the lines regardless of the context, indicating that
progress estimation learning allows the appropriate
use of a given plot. Further, we found that us-
ing line samples effectively improved consistency,
appropriateness, and individuality in both the set-
tings. In particular, the effect of individuality in the
known setting was smaller than that in the unknown
setting because the characters in the training and
test data were often the same. However, there some
characters, such as minor characters, that appeared
only in the test data; thus, the performance was
improved.

5.4 Discussion

To address the issue of reproducibility, we con-
ducted an experiment to examine the data collec-
tion policy. We observed changes in the perfor-
mances of BLEU and ROUGE-L in the unknown
setting when the training data and the number of
book titles in the training data were decreased from
100% to 10% in 10% increments. In order to ensure
an appropriate comparison, the titles to be reduced
were manually selected to equalize the amount of
training data for the data and title settings. The
experimental result is shown in Figure 3. The dif-
ference between the data and the title was small for
80% and above, whereas for below 70%, the per-
formance of a smaller number of titles was inferior
to that of the data amount. This result suggests that
the number of titles is more important than the total
amount of data when the amount of data is small.

6 Related Work

The consistency and coherence of the generated
lines with respect to the story plot, context, and
characters are important for our task. Studies
on story generation have addressed consistency
and coherence using planning and rule-based ap-
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Figure 3: Performance changes when varying the uti-
lization rate of data vs titles for training

proaches (Meehan, 1977; Lebowitz, 1987; Perez
and Sharples, 2001; Gervas et al., 2004; Porteous
and Cavazza, 2009; Li et al., 2013), as well as
neural networks (Fan et al., 2018; Ni et al., 2019;
Yu et al., 2021). None of these works, however,
focuses on line generation.

GraphMovie dataset (Zhu et al., 2020) is con-
structed for the task of selecting an appropriate line
to a given plot and context. However, no speaker
information is provided for the utterances in this
dataset. This significantly increases the difficulty
of line generation, and in actual, no existing work
addressed the problem of generating speaker’s lines
using this dataset.

Several response generation models have been
proposed that use auxiliary sentences. The
knowledge-grounded neural conversation model
(Ghazvininejad et al., 2018) retrieves sentences re-
lated to the input from Wikipedia and feeds them
into the model at the same time as the input. In
addition, several models have been proposed that
retrieve sentences based on semantic relevance to
the input sentences and use them for generation
(Pandey et al., 2018; Yang et al., 2019; Shen et al.,
2020; Wang et al., 2022). In the above studies, the
auxiliary sentences must be semantically related to
the query. The difference between them and our
proposed model is that the latter does not require
the samples to be semantically related as long as
the lines are from the same speaker.

7 Conclusions

We proposed a line-generation task based on a
given plot and context and a model that estimates
the progress level and uses line samples to solve
this task. The experimental results revealed that our
proposed model considerably improved the consis-
tency of the given story plot, the appropriateness
for a given context, and the individuality of gener-
ated lines compared with those of the baselines.



Our code and proposed model files
can be found at https://github.com/Inever/
MangaLineGeneration/.
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A Data Examples

An example of a four-panel manga from Manga1l09
(Matsui et al., 2017; Aizawa et al., 2020) is pro-
vided in Figure 4, and the summary (story plot)
created from Figure 4 is provided in Table 8.



Method ‘

Generated Line

Transformer | A 7 % 5 72D 9 (Huh? Is that so?)

GPT-2-Ja BIEWH - 72 5HIXTZ R WAL K (Ican’t do a good job if I'm hungry.)
JIDTwioft | & Y A& S (Thank you.)

JDT WO H D% KEED T (I will get an extra-large set.)

PSLGM HFAEIZ R 57257 71272 D £3 & (You will get fat when you reach middle age.)
Actual X o b h4EIZA 57255 7 & (I bet you will be fat when you reach middle age.)

Table 6: Examples of generated lines using an example data shown in Table 1.

Method ‘ Generated Line
Transformer | Z 7 Z | 7 (What? What!?)
GPT-2-Ja How do I avoid getting fat...? (KHRWEDIZT BHITiE..7)
JDT w/o ft »Ho>% DM -o! (Oh,Igotit!)
JDT Ho% S h-o! (Oh,Igotit!)
PSLGM TV F el TABRIUXNND X! (AlT have to do is eat so much lunch!)
Actual TAADRAABRNL SWEBEZEZSSABRS |
(Il eat so much lunch that I can’t eat any more ice cream!)

Table 7: Examples of generated lines for the line in the last frame of Figure 4.

Yuko can’t resist eating ice cream after lunch.
She is worried about getting fat, so she thinks
of ways to avoid eating ice cream. Then, she
starts to eat more food until she can’t eat dessert
anymore.

Table 8: Example of a summary created from Figure 4

B Case Study

Table 6 presents lines generated by the compared
models and PSLGM using the data displayed in
Table 1 as input. Table 7 also presents generated
lines for the line in the last frame of Figure 1. As
shown in this figure, the lines generated by the
PSLGM can follow a given story plot and generate
character-specific lines. In addition, the PSLGM
can generate various expressions and use the text
of the story directly. Conversely, the lines gener-
ated by the compared models include lines that are
inappropriate with respect to the summary and the
context (e.g., Transformer), lines that are analogous
to the line in context (e.g., JDT), and lines that are
contrary to the plot (e.g., GPT-2-Ja in Table 6).

®
Aww, [ can't stop eating ice
cream after lunch

@
i You'll get fat!

@
I know

k@
“ L'| Howdol..

A ®
%727 Oh, I got it!

| ©
I'll eat so much lunch that I
can't eat any more ice cream!

Figure 4: Example of a four-panel manga in the
Mangal09 (Matsui et al., 2017; Aizawa et al., 2020).
(OL Lunch ©Yoko SANRI)



