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Abstract
We propose a novel approach to learning cross-
lingual sentence representations, eliminating
the need for parallel corpora. We simply uti-
lize synthetic monolingual corpora to align
pre-trained multilingual BERT models into
multi-lingual Sentence BERT (SBERT) mod-
els. The proposed approach involves a mixed
training strategy that combines translated NLI
or STS datasets from low-resource target lan-
guages and applies SBERT-like fine-tuning on
the vanilla multilingual BERT model. This sim-
ple fine-tuning approach with mixed monolin-
gual corpora yields outstanding cross-lingual
properties without explicit cross-lingual train-
ing. Our approach is validated on 10 major
Indic languages and non-Indic languages such
as German and French. Using our approach, we
introduce L3Cube-IndicSBERT, the first multi-
lingual sentence representation model tailored
specifically for Indian languages, including
Hindi, Marathi, Kannada, Telugu, Malayalam,
Tamil, Gujarati, Odia, Bengali, and Punjabi. In-
dicSBERT exhibits remarkable cross-lingual
capabilities, outperforming alternatives like
LaBSE, LASER, and paraphrase-multilingual-
mpnet-base-v2 in Indic cross-lingual and mono-
lingual sentence similarity tasks.

1 Introduction

Semantic Textual Similarity (STS) is a crucial task
in Natural Language Processing (NLP), which mea-
sures the equivalence between the meaning of two
or more text segments (Agirre et al., 2013; Cer
et al., 2017). The aim of STS is to identify the
semantic similarity between text inputs, taking into
account their meaning rather than just surface fea-
tures like word frequency and length (Adi et al.).
The concept is widely used in various NLP applica-
tions, including question-answering (Huang et al.,
2020), information retrieval (Li and Lu, 2016), text
generation (Iqbal and Qureshi, 2022), etc.

*Authors contributed equally to this research.
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Figure 1: An embarrassingly simple approach for learn-
ing cross-lingual sentence representations using syn-
thetic monolingual corpus.Monolingual datasets of dif-
ferent languages are combined together and used for
SBERT training

Sentence-BERT (Reimers and Gurevych, 2019),
a modified version of the BERT architecture was de-
signed to generate sentence representations for the
improved semantic similarity between sentences.
The SBERT makes use of a siamese network (Koch
et al., 2015) and is trained using specific datasets
like STS, resulting in representations specifically
geared for semantic similarity.

Recent works are focused on multilingual
SBERT models capable of encoding sentences
from different languages to the same representa-
tion space (Schwenk and Douze, 2017; Yang et al.,
2020). With these models, it is possible to extend
NLP tasks to different languages without training a
language-specific model. These multilingual mod-
els often employ teacher-student training (Hef-
fernan et al., 2022; Reimers and Gurevych, 2020)
or are based on translation ranking tasks (Feng
et al., 2022). These methods make use of paral-
lel translation corpus in target languages for train-
ing a cross-lingual model (Tan and Koehn, 2022;
Artetxe and Schwenk, 2019; Conneau et al., 2018).
Even vanilla multilingual BERT models have been
shown to have surprisingly good cross-lingual prop-
erties (Wu and Dredze, 2019; Pires et al., 2019; Wu
and Dredze, 2020). However, their performance is



not good as the multilingual sentence BERT mod-
els.

In this work, we propose a simple approach
to learning cross-lingual sentence representations
without using any parallel corpus. We leverage
pre-trained multilingual transformer models and
fine-tune them using our mixed training strategy,
as depicted in Figure 1. We mix the monolingual
translated NLI / STSb corpus for target languages
and fine-tune the multilingual BERT model in an
SBERT setup. We show that this simple mixed data
training is sufficient to train a multilingual SBERT
model with strong cross-lingual properties. This
strategy is capable of significantly amplifying the
existing cross-lingual properties of the vanilla mul-
tilingual BERT model. Our approach is inspired
by a recent work (Joshi et al., 2022) that shows
that translated STSb and NLI can be used to train
high-quality monolingual SBERT models.

We present L3Cube-IndicSBERT a multilingual
SBERT model for 10 Indian regional languages
Hindi, Marathi, Kannada, Telugu, Malayalam,
Tamil, Gujarati, Odia, Bengali, Punjabi, and
English. The IndicSBERT uses MuRIL (Khanuja
et al., 2021) as the base model and performs better
than existing multilingual/cross-lingual models
like LASER, LaBSE, and paraphrase-multilingual-
mpnet-base-v2. These models are compared on
monolingual and cross-lingual sentence similarity
tasks. We also evaluate these models on real text
classification datasets to show that the synthetic
data training generalizes well to real datasets.
Further, we also release monolingual SBERT
models for individual languages to show that
IndicSBERT performs competitively with the
monolingual variants.

Our main contributions are as follows:

• We propose a simple strategy to train cross-
lingual sentence representations using a pre-
trained multilingual BERT model and syn-
thetic NLI/STS data. Unlike previous ap-
proaches, it does not use any cross-lingual
data or any complex training strategy.

• We present IndicSBERT12, the first multilin-
gual SBERT model trained specifically for
Indic languages. The model performs better

1https://huggingface.co/l3cube-pune/
indic-sentence-bert-nli

2https://huggingface.co/l3cube-pune/
indic-sentence-similarity-sbert

than state-of-the-art LaBSE and paraphrase-
multilingual-mpnet-base-v2 models.

• We also release monolingual SBERT models
for 10 Indic languages. To the best of our
knowledge, this work is first to introduce the
majority of these models.

2 Related Work

BERT (Devlin et al., 2019) (Bidirectional En-
coder Representations from Transformers) is a pre-
trained transformer network that is widely regarded
as one of the best language models for natural lan-
guage processing (NLP) tasks and can be used to
extract sentence representations for a variety of
tasks. For the Indian languages, the available mul-
tilingual BERT models include mBERT (Devlin
et al., 2019), XLM-RoBERTa (Conneau et al.,
2020), IndicBERT (Kakwani et al., 2020), and
MuRIL (Khanuja et al., 2021).

Specific sentence embedding models have been
proposed over time (Cer et al., 2018; Conneau et al.,
2017; Yang et al., 2020; Ni et al., 2022) and are
superior to word embedding models (Pennington
et al., 2014; Bojanowski et al., 2017; Peters et al.,
2018; Ethayarajh, 2019) as they capture the mean-
ing of the entire sentence rather than individual
words. While BERT is trained to generate word em-
beddings, Sentence-BERT (Reimers and Gurevych,
2019) modifies the architecture and fine-tunes the
pre-trained BERT model for generating sentence
embeddings.

LaBSE (Feng et al., 2022), a sentence-BERT
model is designed to generate language-agnostic
sentence embeddings that can be used for cross-
lingual NLP tasks, while LASER (Artetxe and
Schwenk, 2019) is a multilingual sentence embed-
ding model that generates high-quality sentence
embeddings for multiple low-resource languages.
These models have been explicitly trained using
parallel translation corpus. Similarly, by aligning
the embeddings of parallel sentences in many lan-
guages, Cross-Lingual Transfer (CT) (Artetxe and
Schwenk, 2019) technique learns a shared space
for sentence embeddings across multiple languages.
Thus, in the multilingual category, several BERT,
as well as Sentence-BERT models, have been de-
veloped to date.

However, monolingual models are typically
found to be performing better than multilingual
ones. In a previous study (Scheible et al., 2020), a
German RoBERTa-based BERT model, with slight

https://huggingface.co/l3cube-pune/indic-sentence-bert-nli
https://huggingface.co/l3cube-pune/indic-sentence-bert-nli
https://huggingface.co/l3cube-pune/indic-sentence-similarity-sbert
https://huggingface.co/l3cube-pune/indic-sentence-similarity-sbert


adjustments to its hyperparameters, was found to
yield superior results than all other German and
multilingual BERT models. Similarly, in (Straka
et al., 2021) a Czech RoBERTa language model
has been shown to perform better than other Czech
and multilingual models. In (Velankar et al., 2022)
and (Joshi, 2022b), monolingual BERT models
for the Marathi language were studied and found
to perform better than their multilingual counter-
parts. Similarly, in this study, we propose mono-
lingual SBERT models for the ten most prominent
Indic languages. Additionally, we also propose a
multilingual model tailored specifically to these
languages. Considering that other multilingual
models are trained to support a greater number
of languages, our model is better suited for Indian
languages, as it is specifically optimized for them.

3 Experimental Setup

3.1 Datasets

The results in (Joshi et al., 2022), indicate the
efficacy of using synthetic datasets in creating
MahaSBERT-STS and HindSBERT-STS. Thus, we
utilize the machine-translated IndicXNLI and STSb
datasets for training our models. Our models are
evaluated on the synthetic STSb dataset, as well as
on real-world classification datasets, as described
below.

The IndicXNLI3 dataset comprises of English
XNLI data translated into eleven Indian languages
including Hindi and Marathi. To train the mono-
lingual Sentence-BERT models, we use the train-
ing samples of the corresponding language from
IndicXNLI. To ensure balanced training data for
the multilingual IndicSBERT, we combine and ran-
domly shuffle the IndicXNLI training samples of
ten languages.

The STS benchmark (STSb)4 dataset is com-
monly utilized for evaluating supervised Semantic
Textual Similarity (STS) systems. The dataset in-
cludes 8628 human-annotated sentence pairs from
captions, news, and forums and is divided into 5749
for training, 1500 for development and 1379 for
testing.

The lack of well-organized benchmark datasets
like STS for Indic languages is a major issue, there-
fore to make the STSb dataset accessible for all ten

3https://github.com/divyanshuaggarwal/
IndicXNLI

4https://huggingface.co/datasets/stsb_multi_
mt

Indian languages used in this study, we translate it
using Google Translate and use the resulting train
samples of the corresponding language for each
monolingual model and a combined dataset of ten
languages for the multilingual model. We use the
testing samples from the corresponding translated
STSb dataset to evaluate each model based on the
embedding similarity metric. For evaluating the
cross-lingual property, we construct a dataset of
STSb sentence pairs with each pair comprising two
sentences from different languages.

We also evaluate the models on a real text clas-
sification dataset to show that the sentence repre-
sentations from the models trained using synthetic
datasets also generalize well to real datasets. We
choose the IndicNLP news article classification
datasets (Kunchukuttan et al., 2020) for the pur-
pose of evaluation as it is the only one currently
present which supports 12 Indic languages.

3.2 Models

In our experiment, we use different BERT models,
including both monolingual and multilingual ones
which are described below. The training procedure
is applied over some of these models which serve
as a base for creating Sentence-BERT.

3.2.1 Multilingual BERT models:

In this work, we utilize multilingual BERT models
like mBERT (Devlin et al., 2019), MuRIL (Khanuja
et al., 2021) and multilingual sentence rep-
resentation models like LaBSE (Feng et al.,
2022), paraphrase-multilingual-mpnet-base-v25,
and LASER (Artetxe and Schwenk, 2019). Out
of these MuRIL is used as a base model for the
cross-lingual setting whereas all models have be
fine-tuned in the monolingual setting.

3.2.2 Monolingual BERT models:
We also use the monolingual BERT models for the
10 Indic languages, released by L3cube-Pune6 as
the base models. These models are termed as Hind-
BERT, MahaBERT (Joshi, 2022b), KannadaBERT,
TeluguBERT, MalayalamBERT, TamilBERT, Gu-
jaratiBERT, OdiaBERT, BengaliBERT, and Pun-
jabiBERT. Further details about these models can
be found in (Joshi, 2022a).

5https://huggingface.
co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2

6https://huggingface.co/l3cube-pune
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Two-Step (NLI+STS)

trained model

Hi

IndicXNLI train sets STSb train sets

Base model One-Step (NLI)

trained model

Bn

Mr

Te

Pa

Combined & Shuffled
dataset

Ta

En

MuRIL

Training Fine-tuning

IndicSBERT

Combined & Shuffled
dataset

Hi

Bn

Mr

Te

Pa

Ta

En

IndicSBERT-STS
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multilingual IndicSBERT models

3.3 SBERT Training

In order to achieve competitive performance, sen-
tence embedding models typically require signifi-
cant amounts of training data and fine-tuning over
the target task. Unfortunately, in many scenarios,
only limited amounts of training data are avail-
able. Several unsupervised and semi-supervised ap-
proaches have been proposed to overcome the lack
of a large training dataset. However, the models
trained using unsupervised techniques give inferior
performance than those trained using supervised
learning.

In this work, we, therefore, use a supervised
training approach, wherein we address the scarcity
of specialized datasets, such as NLI and STS,
in Indian languages by machine translating
the English versions of these datasets into the
respective Indian languages. We follow a two-step
procedure to train the monolingual SBERT models
and the multilingual IndicSBERT model. The
monolingual BERT model serves as the base for
monolingual SBERT while MuRIL serves as the
base model for IndicSBERT.

During the first training step, the model focuses

on natural language inference, which involves as-
sessing the logical relationship between a premise
and hypothesis. The goal is to classify the relation-
ship into three categories: entailment (hypothesis
can be inferred from the premise), contradiction
(negation of the hypothesis can be inferred from
the premise), or neutral (no clear relationship be-
tween the two). The base model is trained on the
IndicXNLI dataset, containing 392702 labeled sen-
tence pairs for this purpose.

To enhance the model’s effectiveness, we replace
the Softmax-Classification-Loss with the Multiple
Negatives Ranking Loss function used in (Reimers
and Gurevych, 2019). This change is beneficial
for similarity-based tasks as it enables the model
to learn similarities and dissimilarities between ex-
amples using multiple negative samples simulta-
neously. This results in a more complex decision
boundary and improves the model’s robustness to
outliers and variations in data.

The training data consists of triplets: [(a1, b1,
c1), . . . , (an, bn, cn)], where (ai, bi) represents
similar sentences and (ai, ci) represents dissimi-
lar sentences. To create these triplets, (bi) is ran-
domly selected from sentences labeled as ’entail-
ment’ for (ai), and (ci) is chosen from sentences
labeled as ’contradiction’ for (ai), referred to as
hard-negatives. Despite lexical similarities, (bi)
and (ci) have different meanings on a semantic
level. The model is trained with 1 epoch, a batch
size of 4, using the AdamW optimizer with a learn-
ing rate of 2e-05. AdamW incorporates weight
decay regularization to prevent overfitting and en-
hance the model’s generalization.

The models obtained after applying the first step
(NLI only) of training are named as MahaSBERT,
HindSBERT, KannadaSBERT, TeluguSBERT,
MalayalamSBERT, TamilSBERT, GujaratiS-
BERT, OdiaSBERT, BengaliSBERT, and
PunjabiSBERT that are made publicly available6.

In the second step, the model trained in the previ-
ous step undergoes fine-tuning using the translated
STSb dataset. The STS benchmark is a widely used
dataset for evaluating NLP models’ performance in
determining text similarity. The fine-tuning process
utilizes the Cosine Similarity Loss as the loss func-
tion, which measures similarity based on the angle
between vectors rather than their magnitudes. The
training includes 4 epochs, adopting the AdamW
optimizer with a learning rate of 2e-05.



The final models obtained after applying the
two-step procedure (NLI + STS) are named
as MahaSBERT-STS, HindSBERT-STS,
KannadaSBERT-STS, TeluguSBERT-STS,
MalayalamSBERT-STS, TamilSBERT-STS,
GujaratiSBERT-STS, OdiaSBERT-STS,
BengaliSBERT-STS, and PunjabiSBERT-STS
and are made publicly available6. In addition to
the models mentioned above, we also release the
multilingual SBERT models named IndicSBERT1

and IndicSBERT-STS2. These multilingual
models support the 11 languages of English, Hindi,
Marathi, Kannada, Telugu, Malayalam, Tamil,
Gujarati, Odia, Bengali, and Punjabi.

4 Evaluation

4.1 Evaluation Methodology

We evaluate the SBERT models on the basis of the
Embedding Similarity score as well as classifica-
tion accuracy. The Embedding Similarity evalua-
tion is performed by calculating the Pearson and
Spearman rank correlation of the embeddings for
different similarity metrics with the gold-standard
scores. A high score in embedding similarity indi-
cates that the embeddings being compared are of
high quality in relation to the benchmark embed-
dings.

In our experiment, we use the cosine similarity
metric and the value of Spearman correlation to
evaluate sentence similarity models. The choice of
cosine similarity is based on its superiority com-
pared to traditional distance metrics such as Eu-
clidean or Manhattan distance. Unlike these dis-
tance metrics, cosine similarity measures the co-
sine of the angle between the vectors representing
the sentences and considers only their direction,
making it less affected by scaling and more compu-
tationally efficient. Additionally, cosine similarity
takes into account shared terms and contexts, pro-
viding a more accurate representation of semantic
relationships between sentences. Spearman corre-
lation, on the other hand, is used in preference to
Pearson correlation because it is more robust to
non-linear relationships and handles ties in data.
Unlike Pearson correlation, which assumes a linear
relationship, Spearman correlation measures the
rank relationship between two variables, making
it better equipped to accurately assess a model’s
performance in cases where the relationship is non-
linear.

In this study, the text classification datasets were

used to evaluate the performance of BERT and
SBERT models in generating sentence embeddings.
The K Nearest Neighbors (KNN) algorithm was
applied to classify the texts based on proximity.
The Minkowski distance, a generalized form of
both the Euclidean and Manhattan distances, is
employed. The optimal value of k was determined
using a validation dataset and then used to
calculate the accuracy of the test dataset, with
results reported in Tables 2, 3.

Table 1: Embedding Similarity scores of vanilla, one-
step and two-step trained variants of the mBert, MuRIL,
LaBSE and monolingual BERT across 10 Indian lan-
guages

Multilingual base Monolingual base

Base model: mBERT MuRIL LaBSE BERT

Training steps†† 0 1 2 0 1 2 0 1 2 0 1 2

Hindi (hi) 0.49 0.64 0.75 0.52 0.74 0.83 0.72 0.75 0.84 0.5 0.77 0.85
Bengali (bn) 0.5 0.65 0.75 0.55 0.74 0.82 0.71 0.75 0.81 0.5 0.72 0.81
Marathi (mr) 0.47 0.65 0.72 0.56 0.74 0.81 0.7 0.75 0.82 0.54 0.77 0.83
Telugu (te) 0.53 0.62 0.73 0.6 0.71 0.8 0.73 0.73 0.81 0.58 0.72 0.8
Tamil (ta) 0.49 0.65 0.75 0.6 0.72 0.8 0.72 0.74 0.82 0.59 0.72 0.8
Gujarati (gu) 0.47 0.65 0.74 0.58 0.72 0.8 0.73 0.73 0.82 0.55 0.74 0.82
Kannada (kn) 0.52 0.68 0.75 0.6 0.75 0.82 0.72 0.76 0.82 0.57 0.74 0.82
Odia (or)† - - - 0.45 0.58 0.69 0.6 0.6 0.73 0.45 0.59 0.71
Malayalam (ml) 0.46 0.57 0.67 0.53 0.66 0.74 0.66 0.66 0.74 0.5 0.69 0.76
Punjabi (pa) 0.43 0.59 0.68 0.45 0.65 0.74 0.64 0.67 0.75 0.5 0.68 0.75

Table 2: KNN classification scores of vanilla, one-step
and two-step trained variants of the mBert, MuRIL,
LaBSE and monolingual BERT across 10 Indian lan-
guages

Multilingual base Monolingual base

Base model: mBERT MuRIL LaBSE BERT

Training steps†† 0 1 2 0 1 2 0 1 2 0 1 2

Hindi (hi) 0.62 0.6 0.62 0.67 0.7 0.69 0.68 0.64 0.65 0.7 0.69 0.68
Bengali (bn) 0.97 0.96 0.97 0.97 0.98 0.98 0.98 0.98 0.97 0.98 0.98 0.98
Marathi (mr) 0.98 0.97 0.97 0.97 0.98 0.98 0.98 0.99 0.99 0.98 0.98 0.99
Telugu (te) 0.98 0.97 0.97 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.95 0.99
Tamil (ta) 0.96 0.96 0.95 0.96 0.97 0.97 0.96 0.97 0.96 0.96 0.97 0.97
Gujarati (gu) 0.95 0.94 0.93 0.97 0.98 0.99 0.99 0.96 0.99 0.98 0.99 0.99
Kannada (kn) 0.96 0.95 0.94 0.97 0.97 0.97 0.96 0.96 0.97 0.97 0.97 0.97
Odia (or)† - - - 0.97 0.97 0.97 0.98 0.97 0.97 0.98 0.97 0.97
Malayalam (ml) 0.85 0.86 0.84 0.9 0.92 0.91 0.92 0.9 0.9 0.92 0.92 0.92
Punjabi (pa) 0.94 0.96 0.92 0.96 0.96 0.96 0.97 0.96 0.96 0.96 0.95 0.96

Table 3: Comparison of Embedding Similarity scores
and KNN classification scores of the IndicSBERT model
with it’s 2 step trained variant: IndicSBERT-STS

Embedding Similarity Classification Accuracy

IndicSBERT IndicSBERT-STS IndicSBERT IndicSBERT-STS

Hindi (hi) 0.76 0.8 0.68 0.65
Bengali (bn) 0.76 0.81 0.98 0.97
Marathi (mr) 0.75 0.8 0.98 0.98
Telugu (te) 0.74 0.8 0.99 0.98
Tamil (ta) 0.74 0.8 0.96 0.95
Gujarati (gu) 0.76 0.81 0.99 0.99
Kannada (kn) 0.76 0.81 0.96 0.95
Odia (or) 0.66 0.73 0.97 0.95
Malayalam (ml) 0.7 0.76 0.91 0.89
Punjabi (pa) 0.7 0.76 0.95 0.96

4.2 Evaluation Results & Discussion
Our observations are discussed below.

†Odia language is not supported by mBERT
††Training steps= 0 indicates the vanilla base model, 1

denotes single-step NLI training over the base model, while 2
denotes the two-step trained model



Table 4: Zero-shot performance of multilingual models,
in terms of Embedding similarity score

mBERT MuRIL LASER mpnet-base LaBSE IndicSBERT IndicSBERT-STS

Hindi 0.49 0.52 0.64 0.79 0.72 0.75 0.82
Bengali 0.5 0.55 0.68 0.66 0.71 0.76 0.82
Marathi 0.47 0.56 0.6 0.75 0.7 0.76 0.81
Telugu 0.53 0.6 0.59 0.64 0.73 0.74 0.81
Tamil 0.49 0.6 0.49 0.65 0.72 0.73 0.82
Gujarati 0.47 0.58 0.14 0.73 0.73 0.74 0.82
Kannada 0.52 0.6 0.17 0.65 0.72 0.76 0.83
Odia† - 0.45 0.29 0.48 0.6 0.62 0.75
Malayalam 0.46 0.53 0.6 0.6 0.66 0.68 0.78
Punjabi 0.43 0.45 0.12 0.56 0.64 0.68 0.77

1. AVG pooling shows better performance than
CLS
We find that monolingual SBERT models generate
superior embedding similarity scores when AVG
pooling is utilized instead of CLS, across all 10
Indic languages. The same trend is observed for
IndicSBERT, where AVG pooling produces better
results than CLS for embedding similarity. Hence,
the AVG pooling values are reported in this work.

2. NLI + STS training works better
Fine-tuning the pre-trained models using NLI fol-
lowed by STSb gives an upper hand over single-
step training using the NLI dataset alone. Fig-
ure 4 compares the embedding similarities for the
Vanilla, One-step trained, and Two-step trained
monolingual models. We observe that the Two-step
trained models surpass the one-step and Vanilla
models in terms of performance across all 10 In-
dic languages. Fine-tuning with the STSb dataset
results in a significant increase in embedding simi-
larity for the monolingual SBERT models as well
as for IndicSBERT, as demonstrated by Tables 1,
3, and Figures 4,5. Figure 5 demonstrates that the
two-step training on IndicSBERT, which employs
MuRIL as its base model, increases the embedding
similarity scores nearly two-fold in comparison to
the vanilla MuRIL model. While we mainly focus
on cross-lingual performance in this work, similar
observations in the context of monolingual SBERT
have been thoroughly documented in (Joshi et al.,
2022).

3. SBERT models trained on synthetic corpus
work well with real-world classification datasets
We evaluate our sentence-BERT models on real-
world news classification datasets to ensure that
the models do not overfit the noise in the synthetic
corpus. The results presented in Tables 2 and 3
indicate that SBERT models trained on translated
corpora perform competitively compared to their
original base models on classification datasets. The
classification accuracy is neither improved nor de-
teriorated due to the two-step training.
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Figure 5: Embedding similarity score compari-
son of multilingual models: MuRIL, IndicSBERT,
IndicSBERT-STS with that of monolingual SBERT
models (E.g. for Bengali language, the embedding simi-
larity scores of MuRIL, IndicSBERT, IndicSBERT-STS
and BengaliSBERT-STS are compared)
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Figure 6: Cross-lingual performance shown by
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The performance is determined in terms of embedding
similarity between English and Indian languages. (E.g.
en-hi column shows the embedding similarity between
English and Hindi texts)



4. Multilingual Indic-SBERT is competitive with
monolingual SBERT models
Our experiments indicate that the multilingual In-
dicSBERT model demonstrates equivalent or bet-
ter performance compared to monolingual SBERT
models in terms of embedding similarity scores,
as evidenced by Tables 1, 3. In Figure 5, we ob-
serve that both the IndicSBERT-STS and two-step
monolingual SBERT models perform comparably,
with slight performance differences for certain lan-
guages. Except for Hindi, Marathi and Gujarati
languages, the IndicSBERT-STS outperforms the
SBERT models of the respective languages. This
shows that the languages have assisting capabilities
and the gains are higher for extremely low-resource
languages like Odia and Punjabi.

5. IndicSBERT works significantly better than
existing multilingual models
Figure 7, as well as Table 4, compare the zero-
shot embedding similarities of mBERT, MuRIL,
LASER, multilingual-mpnet-base, LaBSE, and In-
dicSBERT models on STSb for all 10 Indic lan-
guages, with the IndicSBERT based models clearly
outperforming the others. Both IndicSBERT and
IndicSBERT-STS produce richer embeddings than
the publicly available LaBSE, which is shown
in Table 4. Thus, the IndicSBERT is the best-
performing model among all the other publicly
available multilingual models despite having the
lowest number of trainable parameters.

6. IndicSBERT shows exceptional cross-lingual
properties, outperforming the LaBSE
The results presented in the Table 6 and Figure
6 demonstrate IndicSBERT’s robust cross-lingual
performance across all language pairs, surpassing
the performance of LaBSE by a significant mar-
gin. Overall, the multilingual IndicSBERT model
demonstrates proficiency in processing both mono-
lingual and multilingual datasets. In addition, In-
dicSBERT has the potential to enhance the preci-
sion and effectiveness of cross-lingual information
retrieval systems and semantic search engines as
it can handle queries and documents in multiple
Indian languages. This characteristic holds particu-
lar importance for countries such as India, where
multilingual communication is common, and or-
ganizations face the challenge of accommodating
diverse language requirements.

7. Multilingual models are indeed cross-lingual
learners, the enhancement of cross-lingual prop-

erties is generalizable to non-Indic languages
The performance of mBERT with mixed language
NLI training on diverse languages like English,
Hindi, German, and French is presented in Ta-
ble 5. The results demonstrate a considerable im-
provement in the cross-lingual performance of the
one-step trained model as compared to the vanilla
mBERT. These findings support the effectiveness
of the proposed mixed-language training technique
in producing models with enhanced cross-lingual
properties not only for Indic languages but also for
other languages.

Table 5: Cross-lingual performance of mBERT, single-
step trained for 4 languages: Hindi, English, German
and French. For every language-pair, the values reported
from top to bottom correspond to the Embedding Simi-
larity scores of one-step mBERT, and vanilla mBERT
respectively

Hindi English German French

Hindi 0.68 0.5 0.5 0.48
0.48 0.3 0.3 0.32

English 0.51 0.77 0.6 0.63
0.31 0.5 0.4 0.41

German 0.49 0.6 0.7 0.56
0.3 0.4 0.48 0.39

French 0.49 0.63 0.57 0.72
0.29 0.39 0.37 0.49

5 Conclusion

Our research addresses the lack of high-quality lan-
guage models for low-resource Indian languages
by introducing SBERT models trained on synthetic
corpora for ten popular Indian languages. Eval-
uations based on embedding similarity and text
classification datasets show that our monolingual
SBERT models outperform vanilla BERT mod-
els. Additionally, we have developed IndicSBERT,
a strong performing multilingual model that sur-
passes existing models like LaBSE and paraphrase-
multilingual-mpnet-base-v2. Our proposed ap-
proach simplifies cross-lingual sentence BERT
training using translated monolingual datasets and
vanilla multilingual BERT.

Indian languages pose a unique challenge, be-
ing diverse and having low-resource corpora. Our
study highlights the effectiveness of the two-step
training method in developing both monolingual
SBERT models and the multilingual IndicSBERT.
Its robust cross-lingual capability makes IndicS-
BERT a superior choice for applications that re-
quire accurate and efficient multilingual NLP. Thus,
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Table 6: Cross-lingual performance of IndicSBERT-STS, IndicSBERT and LaBSE. For every language-pair, the
values reported from top to bottom correspond to the Embedding Similarity scores of IndicSBERT-STS, IndicSBERT
and LaBSE respectively

English Hindi Bengali Marathi Telugu Tamil Gujarati Kannada Oriya Malayalam Punjabi

English
0.85 0.8 0.8 0.8 0.79 0.8 0.79 0.8 0.72 0.77 0.76
0.8 0.72 0.73 0.7 0.7 0.71 0.7 0.72 0.64 0.67 0.68

0.72 0.68 0.68 0.69 0.7 0.69 0.7 0.68 0.63 0.63 0.65

Hindi
0.82 0.82 0.79 0.79 0.77 0.78 0.79 0.79 0.72 0.76 0.76
0.72 0.75 0.71 0.7 0.68 0.68 0.69 0.69 0.62 0.65 0.68
0.7 0.72 0.69 0.7 0.7 0.69 0.71 0.68 0.62 0.62 0.64

Bengali
0.82 0.79 0.82 0.79 0.77 0.77 0.79 0.79 0.73 0.76 0.76
0.73 0.7 0.76 0.7 0.68 0.68 0.7 0.7 0.63 0.65 0.67
0.69 0.69 0.71 0.69 0.7 0.69 0.71 0.69 0.64 0.64 0.66

Marathi
0.8 0.78 0.78 0.81 0.76 0.77 0.78 0.78 0.72 0.75 0.75
0.7 0.7 0.7 0.76 0.67 0.66 0.69 0.69 0.62 0.65 0.67

0.68 0.68 0.69 0.7 0.69 0.68 0.7 0.68 0.63 0.64 0.65

Telugu
0.79 0.77 0.77 0.76 0.81 0.77 0.76 0.78 0.71 0.74 0.73
0.72 0.68 0.68 0.68 0.74 0.68 0.67 0.69 0.6 0.64 0.65
0.7 0.7 0.7 0.7 0.73 0.7 0.71 0.69 0.63 0.64 0.66

Tamil
0.8 0.77 0.77 0.76 0.76 0.82 0.76 0.77 0.7 0.75 0.73

0.71 0.67 0.67 0.67 0.67 0.73 0.65 0.68 0.58 0.64 0.64
0.69 0.7 0.69 0.69 0.7 0.72 0.7 0.68 0.62 0.62 0.64

Gujarati
0.8 0.79 0.78 0.79 0.76 0.76 0.82 0.77 0.73 0.74 0.76
0.7 0.69 0.69 0.69 0.67 0.66 0.74 0.68 0.6 0.63 0.67
0.7 0.7 0.7 0.69 0.7 0.69 0.73 0.68 0.63 0.63 0.66

Kannada
0.8 0.77 0.77 0.77 0.77 0.77 0.76 0.83 0.7 0.75 0.73

0.71 0.68 0.69 0.68 0.68 0.67 0.66 0.76 0.59 0.65 0.64
0.68 0.67 0.68 0.68 0.69 0.67 0.69 0.72 0.62 0.62 0.64

Oriya
0.72 0.71 0.72 0.7 0.7 0.7 0.72 0.7 0.75 0.68 0.7
0.62 0.61 0.61 0.6 0.6 0.58 0.6 0.6 0.62 0.56 0.6
0.6 0.59 0.6 0.6 0.6 0.6 0.61 0.6 0.6 0.58 0.59

Malayalam
0.77 0.74 0.75 0.74 0.74 0.75 0.73 0.74 0.69 0.78 0.7
0.68 0.65 0.66 0.66 0.65 0.65 0.63 0.65 0.57 0.68 0.62
0.64 0.62 0.64 0.64 0.65 0.64 0.65 0.64 0.6 0.66 0.6

Punjabi
0.76 0.76 0.76 0.75 0.73 0.74 0.76 0.74 0.7 0.71 0.77
0.68 0.67 0.67 0.66 0.65 0.64 0.66 0.66 0.6 0.61 0.68
0.65 0.63 0.66 0.65 0.66 0.65 0.66 0.64 0.62 0.6 0.64



we make a significant contribution to IndicNLP, par-
ticularly in the context of the world becoming more
globalized, and the need for accurate and efficient
multilingual NLP models.

As part of this publication, we release the mono-
lingual SBERTs and the multilingual IndicSBERT,
opening up new possibilities for NLP research and
applications in low-resource Indian languages. Our
work emphasizes the significance of combining
sentence-level embeddings and multilingual capa-
bilities for optimal results in multilingual NLP
tasks, contributing to the development of high-
quality language models for Indian languages.
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