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Abstract

Knowledge-grounded task-oriented dialogue
response generation is crucial in helping peo-
ple solve particular tasks in narrow domains.
Instruction-tuned extra-large language models
(IXLLMs), like ChatGPT, have shown power-
ful capabilities in the few-shot setting. How-
ever, the required task-related domain knowl-
edge and appropriate style make it challeng-
ing for these models to generate suitable task-
oriented dialogue responses. Compared to
IXLLMs, fine-tuned large language models
(FLLMs), like GPT2, learn task-related knowl-
edge from source and target domains. Never-
theless, the size-limited datasets constrain the
performance of FLLMs. To overcome the de-
fects of these models by leveraging their re-
spective strengths, we present a novel data-
augmented hybrid system with domain adapta-
tion (DAHDA) for task-oriented dialogue re-
sponse generation. The hybrid system con-
sists of an in-context learning IXLLM and an
FLLM. We utilize the IXLLM to synthesize
knowledge-grounded dialogues in the target
domain, whereas the FLLM captures the task-
related knowledge from source and target do-
mains. The synthetic dialogues and task-related
knowledge learned by the FLLM support the
IXLLM to generate factually-accurate and suit-
able responses in the target domain.

1 Introduction

The instruction-tuned extra-large language models
(IXLLMs) which fluently communicate with hu-
mans, like ChatGPT (OpenAI, 2022) and GPT4
(OpenAI, 2023), have caught the attention of the
AI research community, as well as the general pub-
lic. IXLLMs offer a dialogue interaction that is
pleasant to users. Given this acceptance, there is
a great opportunity to enhance task-oriented dia-
logue systems with the IXLLM in specific narrow
domains (Hudeček and Dušek, 2023), like booking
a meeting or searching for a hotel.

Find a nearby parking garage via an in-car dialogue system

Hello! Can you help me find 
a hotel room?

Where is a nearby parking garage ?

The nearest one is Palo Alto Garage R, it is just 1 mile away.           

Palo Alto Garage R

ChatGPT

Offer

Request
Alternatives

-

Dissatisfied

There is a parking garage named Palo Alto Garage R located at 481 
Amaranta Ave which is just 1 mile away from your current location, 
but traffic may be affected due to a car collision nearby. 
Alternatively, there is another parking garage named Stanford Oval 
Parking at 610 Amarillo Ave which is 4 miles away from your 
location, but there is also a car collision nearby which may affect 
traffic. Which one would you prefer?

481 Amaranta Ave Parking garage
… ………

Ground truth

DAHDAThe nearest parking garage is about 1 mile away, located at 481 
Amaranta Ave, named Palo Alto Garage R.

Fine-tuned GPT2
The nearest parking garage is about 1 mile away.

Name Distance Address Type …
…
…

1 mile

Figure 1: A dialogue example to find a nearby parking
garage with an in-car assistant from the navigation do-
main in KVRET (Eric et al., 2017). Fine-tuned GPT2
and DAHDA are trained based on low-resource task-
related weather and schedule source domain datasets.

In previous studies (Budzianowski et al., 2018;
Rastogi et al., 2020), task-oriented dialogue sys-
tems used relevant domain specific knowledge and
task-related schema with ground truth to define
the suitable style and facts used in the dialogue
response generation task. These ensure the quality
of responses in narrow domains. However, recent
works show that the IXLLM suffers hallucination
problems, for example in the medical and movie do-
mains (Alkaissi and McFarlane, 2023; Bang et al.,
2023), and tends to generate inaccurate facts be-
yond the given domain knowledge (Bang et al.,
2023). An example is shown in Figure 1, where
ChatGPT ignores the user’s request for nearness
and gives a less concise response than the ground
truth, which represents the suitable style for an
in-car assistant. A suitable style indicates the ap-
propriate length, language style, and task-oriented
format for an in-car assistant. ChatGPT is not open-
sourced, and it works as a black box (Brockman



et al., 2020). Learning how to enable the black-
box IXLLMs to generate task-oriented dialogue
responses with solid task-related domain knowl-
edge and suitable style is the purpose of this study.

In comparison to the IXLLM, smaller language
models like GPT2 (Radford et al., 2019) are conve-
niently fine-tuned to be very proficient in a given
dialogue task, as long as enough training data ex-
ists. We call these task-specific models fine-tuned
large language models (FLLMs). However, the
dataset in the target domain is not always publicly
available. Moreover, the task-related source do-
main datasets are sometimes limited in size due to
expensive data collection and privacy policies. As
exemplified in Figure 1, a fine-tuned GPT2 model
with low-resource source domain datasets gives a
factually-correct but not suitable response, since
the name of the parking garage is missing.

To leverage the strength of both models, espe-
cially with low-resource source domains in the
zero-shot target domain setting, we propose a data-
augmented hybrid system with domain adaptation
(DAHDA), which consists of both the in-context
learning IXLLM and the FLLM. As exemplified
in Figure 1, our proposed DAHDA gives a more
appropriate and accurate response in the target do-
main. To implement DAHDA, we propose a data
augmentation technique which makes use of an
IXLLM and dialogue paths. A dialogue path is
a schematic representation of the utterances that
take place in the dialogue, with a focus on informa-
tional entities (Moon et al., 2019; Yang et al., 2020;
Mehri et al., 2022). With these augmented datasets,
we train an FLLM to learn the task-related knowl-
edge and appropriate style. We add the generated
response from FLLM as in-context information to
support IXLLM to generate suitable and factually-
accurate responses in the target domain.

To the best of our knowledge, our paper is
the first attempt to explore the combination of an
IXLLM and an FLLM for task-oriented dialogue
response generation with domain adaptation in a
zero-shot setting. In this work, our main contribu-
tions are threefold:

• We propose the data-augmented hybrid sys-
tem with domain adaptation to generate suit-
able and factually-accurate task-oriented dia-
logue responses in a zero-shot setting. The
hybrid system consists of both FLLM and
IXLLM with in-context learning, where the
combination captures the benefits and features

of each model. The results on two bench-
marks, MWOZ (Budzianowski et al., 2018;
Eric et al., 2020) and KVRET (Eric et al.,
2017), show that our hybrid system displays
improvement over the original IXLLM and
overall outperforms other domain adaptation
strategies with low-resource source domain
datasets.

• The designed data augmentation method
based on the dialogue path improves the per-
formance of task-oriented dialogue response
generation. Specifically, our data-augmented
FLLM with rich-resource source domains
achieves competitive results.

• The FLLM learned task-related knowledge
from the source domain and synthetic target
domain datasets. This learned knowledge im-
proves the performance of the IXLLM with
in-context learning.

2 Related Work

2.1 Low-resource domain adaptation
Data sparsity is a common problem that makes
applying NLP models in the target domain diffi-
cult. Although datasets from task-related source
domains are available in the training set, the target
domain test dataset is different from the source do-
main training datasets (Gretton et al., 2006; Ram-
poni and Plank, 2020). This difference leads to
worse performance of the model with low-resource
source domains in the zero-shot target domain set-
ting. Domain adaptation solves this problem by
aiming at generalizing the model into any test sam-
ples in the unseen domain (Ramponi and Plank,
2020). One example of domain adaptation is to
use new domain descriptions with domain-specific
features to generalize a generative dialogue system
(Zhao and Eskenazi, 2018). A different approach,
gradient-based meta-learning, improves the per-
formance of dialogue response generation in the
poor-resource target domains by learning general
features from different source domains (Qian and
Yu, 2019). However, these methods are not compet-
itive when compared to the given advances brought
by recent IXLLMs (OpenAI, 2022, 2023). In com-
parison to the aforementioned model-centric meth-
ods, data-centric methods attract more attention
in the research community due to the success of
pre-trained models (Ramponi and Plank, 2020; Dai
et al., 2023; Mehri et al., 2022). The synthetic



Fine-Tuned Large Language Model (FLLM)

Instructioin-Tuned Extral-Large Language Model 
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Dialogue Path Extraction 
and Dataset Augmentation

Target Domain Test Dialogue (𝑑#)
Dialogue-Related Knowledg Base (𝑘$#): 
(Gonville hotel; area, east; price, cheap) …

Book a cheap hotel for me (𝑢!)

Ok, Gonville hotel is a good cheap hotel. (𝑢")

Where is the hotel? (𝑢#)
System: It is located in the east! (𝑟)
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Figure 2: Overall framework.

dataset in the target domain, which is based on
a data-centric method, has been proven success-
ful in the opinion mining task (Li et al., 2022).
Another study shows that domain-related or task-
related datasets benefit the domain adaptation of
large language models with adaptive pre-training
and fine-tuning (Ramponi and Plank, 2020; Guru-
rangan et al., 2020). However, it is challenging to
apply adaptive pre-training and fine-tuning on the
recently released instruction-based extra-large lan-
guage models, which contain hundreds of billions
of parameters. In the particular case of ChatGPT
and GPT4, the fine tuning is difficult since the
models are not open source and they have to be
used as black boxes (Hu et al., 2022a; Brockman
et al., 2020). How to achieve domain adaptation
with these black-box instruction-based extra-large
language models is still an open question.

2.2 Large language model

Instruction-tuned extra-large language models
(IXLLMs) have shown powerful capabilities in
many NLP-related tasks (OpenAI, 2022). In ma-
chine translation and question-answering tasks,
IXLLMs achieve competitive performance (Bang
et al., 2023; Brown et al., 2020). IXLLM per-
forms better with the in-context learning method, in
which the instruction and examples in the prompt
support IXLLM in generating appropriate texts
(Brown et al., 2020; Radford et al., 2019). How-
ever, IXLLMs have the problematic tendency to
generate toxic or biased text, or make up halluci-
nations (Bang et al., 2023; Gehman et al., 2020;
Tamkin et al., 2021). Using prompts to instruct
the LLM and provide direct feedback mitigated the

problems (Ouyang et al., 2022), but did not solve
them completely (Bang et al., 2023), making it dif-
ficult to use the IXLLM directly in task-oriented
dialogue systems.

3 Methods

3.1 Problem definition

We formulate the task of knowledge-grounded
dialogue response generation with domain adap-
tation in the zero-shot setting. Given different
source domains {S1, ..., SN}, each Si contains di-
alogue sessions DSi and the knowledge base KSi ,
whereas the target domain T provides domain-
related knowledge base KT without dialogue ses-
sions. Each dialogue session d from DSi con-
tains 2L utterances {(u1, u2), ..., (u2L−1, u2L)}
and the dialogue-related knowledge base kd. The
exchange-level utterances (u2l−1, u2l) represent
the communication between a user and the sys-
tem. Our goal is to use the given dialogue
sessions {DS1 , ..., DSN

} and knowledge bases
{KS1 , ...,KSN

,KT } to build a system that is
able to generate a correct and appropriate dia-
logue response r based on the dialogue history
Ult = {u1, u2, ..., u2lt−1} and the dialogue-related
knowledge base kdt from the target domain test
dialogue dt.

3.2 Framework

In the following subsections, we introduce how
to generate dialogue responses on the target do-
main using domain adaptation. As shown in Figure
2, our proposed framework contains (1) the dia-
logue path extraction and the dataset augmentation



with IXLLM on the target domain, (2) the FLLM
based on task-related source domain datasets and
synthetic target domain dataset, (3) the in-context
learning IXLLM with the generated response from
the FLLM as well as the retrieved example from
the task-related source domain datasets and from
the synthetic target domain dataset.

3.3 Dialogue path extraction and dataset
augmentation

The dialogue path, which contains the important
entities and the entity categories from the domain
knowledge base, is a concise representation of a
task-oriented dialogue (Moon et al., 2019; Yang
et al., 2020; Mehri et al., 2022). As an example in
Figure 3, we extract a dialogue path p = [(Mod-
erate, Price0)- (Pizza Express, Name0)-(Pizza Ex-
press, Name0)- (West, Area0)] from the source do-
main dialogue d about finding a restaurant, where
(Pizza Express, Name0) means that Pizza Express
is the first name entity. In order to generate a simi-
lar but diverse dialogue, which is considered as the
augmented dataset on the target hotel domain, the
dialogue path p is fed to IXLLM with the instruc-
tion for data-augmentation and the source dialogue
d as an example. After feeding the prompt, the
IXLLM generates a target domain dialogue tem-
plate based on this information. DAHDA randomly
chooses the new entities from the same entity cat-
egories in the target domain knowledge base KT .
Finally, the placeholders are replaced with the new
entities and get the synthetic dialogue d̂. Based on
the source domain dialogues, this technique gen-
erates new synthetic dialogues D̂T on the target
domain.

3.4 Fine-tuned large language model
After generating synthetic dialogues D̂T on the
target domain, the large language model is fine-
tuned with source domains and synthetic target
domain datasets D = {DS1 , ..., DSN

, D̂T } to gen-
erate appropriate dialogue response rFLLM based
on the knowledge base kdt and dialogue history
Ult = {u1, u2, ..., u2lt−1}. The goal of fine-tuning
for domain adaptation is to improve the perfor-
mance of the large language model on the target
domain by learning task-related knowledge from
the mixed datasets D.

3.5 In-context learning IXLLM
In our DAHDA, the FLLM trained with the mixed
datasets D is able to generate a dialogue response

(West, Area0)

(Pizza Express, 
Name0)

(Pizza Express, 
Name0)

(Moderate, Price0)

Source Domain Dialogue (𝑑)
Dialogue-related KB: (Pizza Express; 
area, west; price, moderate),…

I want to find a moderate 
restaurant.

How about Pizza Express?

Where can I find 
Pizza Express?

It is located in the west!

Dialog Path (𝑝)

Extractor

ChatGPT

Instuction: Simulate the 
task-oriented dialogue to 
search for a hotel between a 
user and a system…
Example 1: Source Domain 
Dialogue (𝑑).
Dialog Path: Price0; 
Name0; Name0; Area0. (𝑝)

Could you suggest me 
a [Price0] hotel?

[Name0] is a good 
hotel.

Where is 
[Name0] located?

It is located in the 
[Area0]!

IXLLM

Synthetic Dialogue ( #𝑑)
Dialogue-related KB : (Ashley 
Hotel; area, east; price, cheap),…

Could you suggest me a 
cheap hotel?

Ashley Hotel is a good hotel.

Where is Ashley Hotel 
located?

It is located in the east!

Target Domain 
Knowledge Base (𝐾!)

Name: Ashley Hotel, 
    Lovell Lodge, …
Price: expensive, 
          moderate,
          cheap, …
Area: east, west,…

Figure 3: Data augmentation with the dialogue path
from source restaurant domain to target hotel domain.

rFLLM for the target domain test dialogue dt as
shown in Figure 4. This dialogue response is added
into the prompt for IXLLM because it contains
the task-related knowledge and language style that
FLLM learns from the mixed source and synthetic
target domain datasets. Additionally, a retriever
searches the most similar dialogue dt,ins from the
mixed datasets D, providing to the in-context learn-
ing IXLLM an in-context example for generating a
response, as shown in Figure 4. For a test dialogue,
the retriever maps its knowledge base and dialogue
history into the query input qdt = [kdt , Ult ]. Then
the retriever searches for the dt,ins, whose con-
text ct,ins = [kdt,ins

, Ult,ins
, u2lt,ins

] has the high-
est similarity to qdt . The final part is task descrip-
tion des, which describes the task requirements
and schema in the target domain. In summary,
the prompt consists of the task description des,
in-context dialogue instance dt,ins, the response
rFLLM , and the test dialogue dt. Once the prompt
input is created, it is fed into the in-context learn-
ing IXLLM and DAHDA gets the final generated
dialogue response r.

To find the dialogue with the highest similarity
score to the test dialogue, DAHDA uses the re-



Retriever

Target Domain Test  
Dialogue (𝑑!)

In-context learning IXLLM

"𝐷"

Dialogue-Related KB 𝑘#!: 
(Gonville hotel; area, east; price, 
cheap) …
Dialogue History 𝑈$!	:
User: Book a cheap hotel for me.
System: Ok, Gonville hotel is a 
good cheap hotel.
User: Where is the hotel?

𝐷%" … 𝐷%#

Mixed Datasets

In-context 
Dialogue 

Instance 𝑑!,'())

System: It is located in the east! (𝑟)

Task Description: 𝑑𝑒𝑠
In-context Dialogue Instance: 𝑑!,'()
FLLM Response: 𝑟*++,
Target Domain Test Dialogue: 𝑑!
(Dialogue-Related KB 𝑘#!, 
Dialogue History 𝑈$!)

FLLM

FLLM Response: 𝑟*++,

Figure 4: In-context learning IXLLM with the FLLM re-
sponse and the similar dialogue instance obtained from
the mixed datasets with a retriever.

triever model (Reimers and Gurevych, 2019) as a
retriever following Hu et al. (2022b). This model
maps the query input q into the representation eq,
and the context c of each dialogue from the mixed
datasets into ec. The similarity score is measured
by the Euclidean distance between eq and ec.

To get better matched representations, the re-
triever model is fine-tuned with positive and neg-
ative samples from the mixed dataset. For each
dialogue instance d from mixed dataset with L
exchange-level utterances, there is a set of query
inputs {[kd, U1], ..., [kd, UL]}. For each query in-
put q = [kd, Ul], the context of positive dialogue
instance c+ is [kd, Ul, u2l]. Moreover, the context
of negative dialogue instance c− is [kd′ , Ul′ , u2l′ ],
where d′ is a randomly sampled dialogue instance
and l′ is a randomly sampled exchange-level utter-
ances number in dialogue instance d′. The retriever
model learns the similarity between query input
and dialogue context with the contrastive loss Ls

(Reimers and Gurevych, 2019; Khosla et al., 2020).
The contrastive loss Ls aims to minimize the dis-
tance between eq and ec+ from positive dialogue
instance, and maximize the distance between eq
and ec− from negative dialogue instance.

4 Experiments

4.1 Datasets

We conduct this framework on two pub-
licly knowledge-grounded task-oriented dialogue
datasets, Multi-WOZ 2.1 (MWOZ) (Budzianowski
et al., 2018; Eric et al., 2020) and KVRET (Eric
et al., 2017). Moreover, we use the sampling
KVRET and MWOZ datasets from Raghu et al.

Domain #Dial Special entity categories
KVRET

Schedule 1032 agenda, event, room
Weather 995 weather attribute, temperature
Navigate 1000 trafic info, distance, poi

MWOZ
Restaurant1311 -
Hotel 636 -
Attraction 150 -

Table 1: Statistic of KVRET and MWOZ. #Dial denotes
the number of dialogues in each domain.

(2021), where each dialogue is annotated with a
dialogue-related knowledge base. As shown in
Table 1, the sampling MWOZ dataset has three do-
mains: restaurant, hotel, and attraction. The sam-
pling KVRET dataset also contains three domains:
weather, navigation, and schedule. In comparison
to MWOZ, each KVRET domain contains domain-
specific categories, like the weather attribute, which
only appears in weather domain dialogues. For ex-
periments with the KVRET and MWOZ datasets,
we separately adopted each of the three domains as
the target domain and the remaining two domains
as source domains. In the domain adaptation ex-
perimental setting, we sampled 50 dialogues from
each source domain regarded as the low-resource
source domain datasets {DS1 , ..., DSN

}. We con-
ducted each experiment three times with different
seeds and calculated the average scores as the final
results.

4.2 Baselines
As baselines, we used GPT2 for FLLM and Chat-
GPT (gpt-3.5-turbo) for IXLLM. Moreover, these
two models are considered the backbone for our
proposed framework to achieve a thorough com-
parison. In the comparison, we use the following
response generation models in the domain adapta-
tion experiments:

• Original ChatGPT: the ChatGPT with only
task description and test dialogue information
(OpenAI, 2022).

• Fine-tuning: the direct fine-tuning with GPT2
over the task-related source domain datasets
for domain adaptation (Radford et al., 2019;
Ramponi and Plank, 2020).

• In-context learning: the in-context learning
ChatGPT with the example retrieved from



source domain datasets (Hu et al., 2022b).

• BackTransAug: a data-augmented method for
domain adaptation, which translates the dia-
logue utterances into other languages and then
back into English (Sennrich et al., 2016).

4.3 Evaluation metrics

According to existing works on knowledge-
grounded task-oriented dialogue response gener-
ation (Rony et al., 2022), we used BLEU (Papineni
et al., 2002), Moverscore (Zhao et al., 2019), and
Entity-F1 (Eric et al., 2017) as the evaluation met-
rics. BLEU is the BLEU-4 score which measures
the word overlap between generated and ground
truth responses, while Moverscore evaluates their
semantic similarity. Entity-F1 calculates the cor-
rect and wrong entities in the generated responses
based on the gold set of entities. Moreover, Entity-
F1 evaluates the capability of the model to generate
relevant entities from a knowledge base in the re-
sponse (Eric et al., 2017).

5 Results and Discussion

5.1 Overall results

Table 2 and 3 present the primary experiment re-
sults for the MWOZ and KVRET datasets with the
following models in the domain adaptation setting:
(1) the original ChatGPT, (2) several models with
different domain adaptation strategies, including in-
context learning, fine-tuning, BackTransAug, and
our DAHDA.

Based on Tables 2 and 3, we observed that our
proposed DAHDA obtains overall better perfor-
mances than the other models, based on the follow-
ing results: (1) In the experiments with the MWOZ
dataset, DAHDA achieves the highest scores of
BLEU, Moverscore, and Entity F1 over all three
different target domains. In comparison to the orig-
inal ChatGPT, DAHDA leads to improvements in
BLEU of 1.27%–3.47%, Moverscore of 0.74%–
1.18%, and Entitiy-F1 of 5.97%–7.21% for the
three domains. In the experiments with the KVRET
dataset, the Entity-F1 scores from DAHDA are still
comparable to those from the original ChatGPT.
However, there are slight decreases in Entity-F1
because domain-specific entity categories differ be-
tween target and source domains, as shown in Table
1. Moreover, DAHDA presents gains over the orig-
inal ChatGPT in BLEU and Moverscore of 2.68%
and 0.65% in the schedule domain, 6.27% and

3.75% in the weather domain, 2.73% and 0.93% in
the navigation domain, respectively. Our DAHDA
successfully learned the task-related knowledge
and the appropriate style for task-oriented response
generation from source domain datasets and target
domain knowledge base. This learned information
supports our DAHDA to generate more factually-
accurate and suitable dialogue responses in the tar-
get domain.

(2) Our DAHDA outperforms the single fine-
tuned GPT2 and single ChatGPT with in-context
learning on the MWOZ dataset because it exploits
the best features of both models. On the one hand,
our DAHDA obtains improvements of BLEU by
1.12%–5.09%, Moverscore by 0.55%–1.79%, and
Entity-F1 by 6.90%–13.97% beyond the fine-tuned
GPT2 on the MWOZ dataset. Moreover, we found
that fine-tuned GPT2 on the KVRET dataset per-
forms better in the scores of BLEU and Mover-
score than the original ChatGPT. The reason is that
fine-tuned GPT2 learns the communication schema,
length, and language style from source domains,
which are similar to those from the target domain.
However, the fine-tuned GPT2 is still limited by
the low-resource source domain datasets and many
unseen entity categories from the target domain in
the KVRET dataset. On the other hand, compared
to the ChatGPT with in-context learning, DAHDA
obtains improvements of BLEU score by 0.50%–
3.14%, Moverscore by 0.21%–1.08%, and Entity-
F1 by 1.59%–4.79% on the MWOZ dataset. Fur-
thermore, ChatGPT with in-context learning also
obtains the average improvement (restaurant, hotel,
attraction) in BLEU score by 0.66%, Moverscore
by 0.21%, and Entity-F1 by 3.49% beyond the
original ChatGPT on MWOZ dataset. Even though
the retrieved examples are from source domain
datasets, they contain similar task-related styles
and entities as the examples from the target do-
main. However, the size of the retrieved samples
in the prompt limits the knowledge provided for
ChatGPT with in-context learning. Therefore, in
addition to the retrieved sample, the predicted re-
sponse from the fine-tuned GPT2 is added to the
prompt. By combining these information into the
prompt, DAHDA is able to capture the strengths of
both models.

(3)The DAHDA with data-augmented domain
adaptation overall provides better performance in
comparison to the original ChatGPT on the MWOZ
dataset. This indicates that data-augmentation is



Restaurant Hotel Attraction
Model BLEU Mover En-F1 BLEU Mover En-F1 BLEU Mover En-F1
Original ChatGPT 4.41 51.85 22.25 3.20 51.03 15.44 4.65 52.50 28.54
In-context learning 5.30 52.27 26.63 3.97 51.56 19.20 4.98 52.17 30.86
Fine-tuning 5.04 51.97 14.25 3.35 51.22 15.75 3.03 51.46 24.34
BackTransAug 4.78 52.01 18.38 3.51 51.26 19.28 2.71 50.92 22.22
DAHDA 7.72 53.03 28.22 4.47 51.77 22.65 8.12 53.25 35.65

Table 2: Primary results with BLEU, Moverscore, and Entity-F1 metrics on different target domains with low-
resource source domain datasets (50 dialogues for each source domain) from MWOZ dataset.

Schedule Weather Navigate
Model BLEU Mover En-F1 BLEU Mover En-F1 BLEU Mover En-F1
Original ChatGPT 6.56 52.44 57.96 4.43 50.29 51.48 3.75 50.76 23.65
In-context learning 9.23 53.74 49.20 7.16 51.91 50.80 5.80 51.88 21.98
Fine-tuning 16.76 57.90 17.14 13.77 55.93 12.22 11.49 53.24 4.39
BackTransAug 14.48 57.07 24.40 12.76 55.17 14.34 8.21 52.71 4.45
DAHDA 9.24 53.09 51.48 10.70 54.04 48.77 6.48 51.69 23.90

Table 3: Primary results with BLEU, Moverscore, and Entity-F1 metrics on different target domains with low-
resource source domain datasets (50 dialogues for each source domain) from KVRET dataset.

Model Accuracy Suitability
Original ChatGPT 4.29 4.43
DAHDA 4.46 4.77

Table 4: Human evaluation results

an efficient method for task-oriented dialogue re-
sponse with domain adaptation. Further, DAHDA
shows an improvement compared to the Back-
TransAug method on the MWOZ dataset, demon-
strating that our data-augmented hybrid system is
more effective.

5.2 Human evaluation

We conducted a human evaluation to study the accu-
racy and style suitability of the generated responses
from the original ChatGPT and our DAHDA. 6
judges evaluated 100 randomly sampled dialogue
examples from the MWOZ dataset. They scored
the examples based on the following questions
with the Likert scale from 1 (very bad) to 7 (very
good) (Likert, 1932): 1. Is the response factually-
accurate? 2. Is the response in a suitable style
like the ground truth? As shown in Table 4, our
DAHDA obtains an accuracy improvement of 0.17,
indicating more factually-accurate responses. Ad-
ditionally, DAHDA presents a gain in suitability of
0.34. It demonstrates that DAHDA generates re-
sponses with more suitable length, language style,
and task-oriented format for the target domain.

5.3 Ablation study

We conducted an ablation study to gain a better
understanding of the different individual compo-
nents in our framework. As shown in Table 5,
we implemented different simplified versions of
our DAHDA by removing a single component of
the system on the MWOZ dataset for each ver-
sion. Overall, our DAHDA outperforms simpli-
fied versions within the MWOZ experiment. The
improvements of DAHDA from the study mainly
come from the following three aspects. First, in
the restaurant and attraction domains, removing
data augmentation leads to the loss in BLEU by
1.01%–2.30%, Moverscore by 0.08%–0.63%, and
Entity F1 by 0.97%–2.45%. In the hotel domain,
the model without data augmentation keeps com-
parable BLEU and Moverscore, but has 1.77% loss
in Entity-F1. This drop in performance due to
the removal of the data augmentation indicate that
the synthetic target dialogue datasets contain the
target domain knowledge and language style. Sec-
ondly, the predicted responses of FLLM support
the in-context learning IXLLM to generate more
accurate and appropriate dialogue responses, since
removing the FLLM impairs the scores of BLEU
by 0.86%–2.52%, Moverscore by 0.53%–0.91%,
and Entity-F1 by 3.02%–4.94% on the three do-
mains. It demonstrates that the FLLM captures
task-related knowledge from data-augmented do-



Restaurant Hotel Attraction
Model BLEU Mover En-F1 BLEU Mover En-F1 BLEU Mover En-F1
DAHDA 7.72 53.03 28.22 4.47 51.77 22.65 8.12 53.25 35.65
-Augmentation 6.71 52.95 25.77 4.56 52.05 20.88 5.82 52.62 34.68
-FLLM 5.20 52.12 25.20 3.61 51.24 17.71 5.84 52.55 31.41
-IXLLM 8.37 53.10 26.27 5.01 52.18 21.87 4.99 52.37 29.41

Table 5: Ablation study with BLEU, Moverscore, and Entity-F1 metrics on different MWOZ target domains.

Restaurant Hotel Attraction
Model BLEU Mover En-F1 BLEU Mover En-F1 BLEU Mover En-F1
In-context learning 5.46 52.34 26.28 3.92 51.74 19.48 4.93 52.67 31.70
Fine-tuning 7.38 53.05 24.26 5.69 52.42 21.98 8.15 53.93 40.96
Fine-tuning+aug 7.83 53.13 28.57 7.92 53.39 29.18 8.69 54.31 40.79
DAHDA 6.99 52.82 29.31 5.94 52.45 27.12 8.51 54.13 36.08

Table 6: Results on different MWOZ target domains, when models are trained with all source domain datasets.

main datasets, and integrates the learned knowl-
edge into IXLLM by in-context learning with the
generated response from FLLM. Finally, Table 5
shows that removing the IXLLM degrades the av-
erage score (restaurant, hotel, attraction) of BLEU
by 0.65%, Moverscore by 0.13%, and Entity F1 by
2.99%. This single FLLM with augmented datasets
performs worse than our DAHDA in Entity-F1, in-
dicating that the powerful natural language capabil-
ities and general knowledge from IXLLM benefit
the response generation with low-resource source
domain datasets in the zero-shot target domain set-
ting.

5.4 Impact of dataset size

Based on primary results, we observed that our pro-
posed DAHDA overall performs better than other
models with low-resource source domain datasets
in the zero-shot target domain setting. To under-
stand the impact of dataset size and explore the
performance of the proposed DAHDA, we trained
models with all source domain datasets. Specially,
we tested the fine-tuned GPT2 with our augmented
dataset (fine-tuning+aug) as shown in Table 6. The
results present that the fine-tuned GPT2 with our
augmented dataset achieves overall better perfor-
mance, which has improvements than the fine-
tuned GPT2 model without our augmented data.
It demonstrates that our data augmentation method
plays a key role in the performance improvement
with rich-resource source domain datasets. More-
over, the fine-tuned GPT2 with our augmented
dataset overall performs better than the DAHDA.
This indicates that when we have rich-resource

source domain datasets containing enough task-
related knowledge, the fine-tuned GPT2 model
with our data-augmentation is able to achieve com-
petitive results.

5.5 Future work

In this paper, we do not focus on prompt design, but
in future work we will explore the different prompts
for our system. Additionally, our experiments are
limited to the two selected datasets. We are aware
that the limited size of the datasets could introduce
a bias problem in the model. In the future to avoid
the possible problem of bias, the experiments could
be conducted with more datasets. Moreover, to the
best of our knowledge, our paper is the first work
to explore both FLLM and IXLLM as a hybrid
system for task-oriented dialogue response genera-
tion with domain adaptation and a zero-shot setting.
The FLLM and IXLLM in DAHDA can be further
replaced by the improved FLLMs and IXLLMs in
future work.

6 Conclusion

In conclusion, we build a data-augmented hybrid
system with domain adaptation, which can gener-
ate factually-accurate and suitable task-oriented di-
alogue responses. Our proposed DAHDA achieves
overall better performances than the other domain
adaptation strategies and obtains improvements be-
yond the original IXLLM, encouraging future work
to consider a combination of IXLLMs and FLLMs
to address the task-oriented response generation
task with domain adaptation.
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Large-Scale Multi-Domain Wizard-of-Oz Dataset
for Task-Oriented Dialogue Modelling. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pages 5016–5026,
Brussels, Belgium. Association for Computational
Linguistics.

Haixing Dai, Zhengliang Liu, Wenxiong Liao, Xiaoke
Huang, Yihan Cao, Zihao Wu, Lin Zhao, Shaochen
Xu, Wei Liu, Ninghao Liu, Sheng Li, Dajiang Zhu,
Hongmin Cai, Lichao Sun, Quanzheng Li, Dinggang
Shen, Tianming Liu, and Xiang Li. 2023. AugGPT:
Leveraging ChatGPT for Text Data Augmentation.

Mihail Eric, Rahul Goel, Shachi Paul, Abhishek Sethi,
Sanchit Agarwal, Shuyang Gao, Adarsh Kumar, Anuj
Goyal, Peter Ku, and Dilek Hakkani-Tur. 2020. Mul-
tiWOZ 2.1: A Consolidated Multi-Domain Dia-
logue Dataset with State Corrections and State Track-
ing Baselines. In Proceedings of the Twelfth Lan-
guage Resources and Evaluation Conference, pages
422–428, Marseille, France. European Language Re-
sources Association.

Mihail Eric, Lakshmi Krishnan, Francois Charette, and
Christopher D. Manning. 2017. Key-Value Retrieval
Networks for Task-Oriented Dialogue. In Proceed-
ings of the 18th Annual SIGdial Meeting on Dis-
course and Dialogue, pages 37–49, Saarbrücken,
Germany. Association for Computational Linguis-
tics.

Samuel Gehman, Suchin Gururangan, Maarten Sap,
Yejin Choi, and Noah A. Smith. 2020. RealToxi-
cityPrompts: Evaluating Neural Toxic Degeneration
in Language Models. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
3356–3369, Online. Association for Computational
Linguistics.

Arthur Gretton, Karsten Borgwardt, Malte Rasch, Bern-
hard Schölkopf, and Alex Smola. 2006. A Ker-
nel Method for the Two-Sample-Problem. In Ad-
vances in Neural Information Processing Systems,
volume 19. MIT Press.

Suchin Gururangan, Ana Marasović, Swabha
Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey,
and Noah A. Smith. 2020. Don’t Stop Pretraining:
Adapt Language Models to Domains and Tasks.
In Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics, pages
8342–8360, Online. Association for Computational
Linguistics.

Edward J Hu, yelong shen, Phillip Wallis, Zeyuan Allen-
Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and Weizhu
Chen. 2022a. LoRA: Low-Rank Adaptation of Large
Language Models. In International Conference on
Learning Representations.

Yushi Hu, Chia-Hsuan Lee, Tianbao Xie, Tao Yu,
Noah A. Smith, and Mari Ostendorf. 2022b. In-
context learning for few-shot dialogue state tracking.
In Findings of the Association for Computational
Linguistics: EMNLP 2022, pages 2627–2643, Abu
Dhabi, United Arab Emirates. Association for Com-
putational Linguistics.
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Original ChatGPT
Prompt: Response the user utterance as a
task-oriented dialogue system called SYS-
TEM. Your response should be based on
the test example’s dialogue history and
knowledge base. Test example: Knowledge
base:...; Dialogue history: USER:... SYS-
TEM:... USER:...; Response: SYSTEM:
DAHDA
Prompt: Response the user utterance as a
task-oriented dialogue system called SYS-
TEM. There is 1 example provided. Your
response should be based on the test ex-
ample’s possible response, dialogue his-
tory, and knowledge base. Your response
should be same in structure, length, chitchat
and tone to the previous SYSTEM Re-
sponses in the example 1. Example
1: Knowledge base:...; Dialogue history:
USER:...SYSTEM:...USER:...; Response:
SYSTEM:...; Test example: Possible Re-
sponse: ...; Knowledge base:...; Dialogue
history: USER:... SYSTEM:... USER:...;
Response: SYSTEM:

Table 7: Prompt examples

The ChatGPT (May 3 version) is accessed through
the API from OpenAI.

We provide the prompt examples for original
ChatGPT and DAHDA in Table 7.


