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Abstract

Despite the prevalence of pretrained language
models in natural language understanding tasks,
understanding lengthy text such as document
is still challenging due to the data sparseness
problem. Inspired by that humans develop
their ability of understanding lengthy text form
reading shorter text, we propose a simple yet
effective summarization-based data augmen-
tation, SUMMaug, for document classifica-
tion. We first obtain easy-to-learn examples
for the target document classification task by
summarizing the input of the original training
examples, while optionally merging the orig-
inal labels to conform to the summarized in-
put. We then use the generated pseudo exam-
ples to perform curriculum learning. Experi-
mental results on two datasets confirmed the
advantage of our method compared to exist-
ing baseline methods in terms of robustness
and accuracy. We release our code and data at
https://github.com/etsurin/summaug.

1 Introduction

Although the pretrained language models (Devlin
et al., 2019; Liu et al., 2019; He et al., 2020) have
boosted the accuracy of various natural language
understanding tasks, the accuracy is still limited for
complex tasks with lengthy input (Lin et al., 2023)
and fine-grained output (Liu et al., 2021), such
as document classification. These tasks require
models to find a mapping between diverse input
and output, which models are more likely to suffer
from the data sparseness problem.

To address the data sparseness problem, re-
searchers have studied data augmentation for text
classification tasks. A basic approach is to gen-
erate pseudo training examples from gold exam-
ples by perturbing the inputs; those perturbation
include back-and-forth translation (Shleifer, 2019)
and minor editing of input text (Wei and Zou,
2019; Karimi et al., 2021) or its hidden represen-
tations (Chen et al., 2020, 2022; Wu et al., 2022).
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Figure 1: Curriculum fine-tuning for document classi-
fication using SUMMaug data augmentation: prior to
the normal finetuning, it fine-tunes a model with easy-
to-learn examples obtained by summarizing the original
training examples.

These methods basically echo the information in
the original training data, which will not help much
the model learn to read lengthy inputs.

In this study, to effectively develop the model’s
ability to comprehend the content in document
classification, we propose a simple yet effective
summarization-based data augmentation, SUM-
Maug, to generate pseudo, abstractive training ex-
amples for document classification. Specifically,
we apply text summarization to the input of gold
examples in document classification task to obtain
abstractive, easy-to-read examples, and merge fine-
grained target labels as needed so that the labels
conforms to the summarized input. Motivated by
that we humans gradually develop the ability of un-
derstanding lengthy text from reading shorter text,
we use the generated examples in the context of
curriculum learning (surveyed in (Soviany et al.,
2022)), namely, curriculum fine-tuning.

We compare our method to a baseline data aug-
mentation (Karimi et al., 2021) on two versions of
IMDb dataset with a different number of target la-
bels. Experimental results confirm that curriculum
fine-tuning with SUMMaug outperforms baseline
methods on both accuracy and robustness.
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2 Related Work

In this section, we first review existing neural mod-
els for document classification, and next introduce
existing data augmentation methods for text classifi-
cation. We then mention other attempts to leverage
summarization for text classification.

Document Classification In the literature, re-
searchers explore a better neural architecture to
comprehend the lengthy content in document clas-
sification; examples include a graph neural net-
work (Zhang and Zhang, 2020; Zhang et al., 2022)
and a convolutional attention network (Liu et al.,
2021). Recently, Transformer (Vaswani et al.,
2017)-based models have been revisited (Dai et al.,
2022) and reported to outperform the task-specific
networks. Since our work is model-agnostic and
orthogonal to the model architecture, we adopt
RoBERTa (Liu et al., 2019), a Transformer-based
pre-trained model, as the target of evaluation.

Data Augmentation for Text Classification To
address the data sparseness problem in text clas-
sification, researchers employ data augmentation,
which generates pseudo training examples from
the training examples. Shleifer (2019) leverages
back-and-forth translation to paraphrase the inputs
of training examples. Through translating the in-
puts into another language and then translating the
resulting translation back to the source language,
they obtain the input that are written in different
ways but will have the same meanings conform-
ing to the corresponding target labels. Xie et al.
(2017) perturb the input by deleting and inserting
words and replacing words with their synonyms.
Karimi et al. (2021) propose a simple but more
effective perturbation that randomly inserts punctu-
ation marks. Rather than directly perturbing the in-
put of training examples, some studies add noises in
their continuous representations (Chen et al., 2020,
2022; Wu et al., 2022). However, these method pre-
dominantly echo existing training data, providing
minimal assistance in understanding lengthy texts.

Use of Summarization in Text Classification Li
and Zhou (2020) and Hartl and Kruschwitz (2022)
utilize automatically generated summaries to re-
trieve fact for fake news detection. Whereas this
approach uses summaries to retrieve knowledge for
classification, our approach leverages summaries
in training as easy-to-learn examples, which does
not assume costly summarization in inference.

3 SUMMaug

Document classification requires a model to com-
prehend lengthy text with dozens of sentences,
which is even difficult for humans, especially, chil-
dren and second-language learners. Then, how
do we humans develop an ability to comprehend
lengthy text? In school, starting from reading short,
concise text, we gradually read longer text.

In this study, we develop a summarization-based
data augmentation method for document classifi-
cation, SUMMaug, and use it to generate pseudo,
abstractive training examples from gold examples
to perform curriculum learning in document classi-
fication.

3.1 Summarization-based data augmentation

In SUMMaug, a summarization model M is used
to generate pseduo, easy-to-learn examples for doc-
ument classification. In this study, we apply an
off-the-shelf summarization model, M , to each
training pair {x, y}, where x denotes the document
and y denotes the label, and then obtain a concise
summary of x, namely, x̂ = M(x).

An issue here is how to determine the label for
the generated concise summary, x̂. Since the sum-
marization abstracts away detailed information for
classification, the original target label y can be inap-
propriate especially when the target labels are fine-
grained. We thus define a map function f to merge
the fine-grained categories into a coarse-grained
label group, and obtain the augmented training pair
is {x̂, f(y)}, as shown in Figure 1.

On summarization model To summarize di-
verse text handled in document classification, we
assume an off-the-shelf summarization model that
can handle documents with diverse topics. In this
study, we choose an off-the-shelf BART (Lewis
et al., 2020)-based summarization model fine-tuned
on CNN-Dailymail (Hermann et al., 2015) dataset
as an implementation of M ,1 since the writing style
of news reports is suitable for most of the text
in daily life. We should mention that the CNN-
Dailymail dataset contains mostly extractive sum-
maries, and the resulting summarization model will
be less likely to suffer from hallucinations (Maynez
et al., 2020) that have been reported for a summa-
rization model trained on abstractive summariza-
tion datasets such as XSum (Narayan et al., 2018).

1https://huggingface.co/facebook/
bart-large-cnn
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I am Anthony Park, Glenn Park is my father. First off I want to say that the story behind this movie and the creation of
the Amber Alert system is a good one. However the movie itself was poorly made and the acting was terrible. The major
problem I had with the movie involved the second half with Nichole Timmons and father Glenn Park. The events surrounding
that part of the story were not entirely correct. My father was suffering from psychological disorders at the time and picked
up Nichole without any intent to harm her at all. He loved her like a daughter and was under the mindset that he was rescuing
her from some sort of harm or neglect that he likely believed was coming from her mother who paid little attention to her
over the 3 plus years that my father took care of her and summarily raised her so her mother could frolic about. The movie
depicted my father in a manner that he was going to harm her in some way shape or form. The funny thing is that Nichole
had spent many nights sometimes consecutively at my fathers place while Sharon would be working or doing whatever she
was doing. The reason that my father was originally thought to be violent was because he had items that could be conceived
to be weapons on his truck. My father was a landscaper. The items they deemed to be weapons were landscaping tools that he
kept in his truck all the time for work. My recommendation is take this movie with a grain of salt, it is a good story and based
on true events however the details of the movie (at least the Nichole Timmons - Glenn Park portion) are largely inaccurate
and depict the failure of the director to discover the truth in telling the story. The funny thing is, that if the director would
have interviewed any of Sharon’s friends who knew the situation they would have stated exactly what I have posted here.

The movie itself was poorly made and the acting was terrible. The events surrounding that part of the story were not entirely
correct. My recommendation is take this movie with a grain of salt, it is a good story and based on true events.

Table 1: An example of original text an generated summary on IMDb dataset. The first row is the original text
while the second row is the generated summary. Red text are counterparts of summary in the original text.

Table 1 exemplifies a summary generated for
IMDb datasets. While the original input (review)
exhibits a mild negative sentiment, its compression
into a summary intensifies this sentiment. This ob-
servation underscores the imperative to categorize
labels of augmented data into coarser groups.

3.2 Learning a Classifier with augmented data
In the literature of data augmentation, the mod-
els are basically trained with the original and aug-
mented training data, since both data are related
to the target task. In our settings, however, the la-
bels will be merged into fewer labels so that the
labels conform to the generated summaries. We
thus consider the following two strategies to utilize
the pseudo abstractive training data.

Mixed fine-tuning We combine the original and
pseudo training data to fine-tune a pre-trained
model for classification. In this setting, we do
not collapse labels, namely, f(y) = y.

Curriculum fine-tuning We first finetune a pre-
trained model on the pseudo training data, and
then finetune a pre-trained model on the orig-
inal training data. This strategy is inspired
by curriculum learning (Bengio et al., 2009).
In this setting, we collapse labels as needed.
When we collapse labels, we discard parame-
ters for the collapsed labels in the fine-tuning
with the original examples.

In the following experiments, we compare two
strategies for datasets with different numbers of
labels.

Dataset train val test C L LM

IMDb-2 22500 2500 25000 2 279.5 51.3
IMDb-10 108670 13432 13567 10 394.2 50.2

Table 2: Details of the IMDb datasets: C denotes the
number of classes. L and LM denote the average length
of the inputs and the generated summaries, respectively.

4 Experiments

We conduct experiments on two datasets to evalu-
ate our method, thus demonstrating that: (1) our
method shows better accuracy and robustness com-
pared with baseline methods in both general set-
ting and low-resource settings; and (2) curriculum
fine-tuning plays an important role in achieving
improvements.

4.1 Dataset

We use two versions of large-scale movie re-
views dataset IMDb for evaluation. One contains
50,000 movie reviews with a positive or negative
label (Maas et al., 2011), while the other involves
10 different labels from rating 1 to 10. For the
IMDB-2 dataset, we split 10% of the training data
for validation. For the IMDb-10 dataset, the same
splitting as Adhikari et al. (2019) is used. The de-
tailed information of the two datasets is shown in
Table 2.

4.2 Methods

We use the following three models for evaluation.
All models are based on RoBERTa (Liu et al., 2019)
with a classification layer.

51



Model The size of training data

200 1500 all

RoBERTa 92.191.21 94.210.62 94.630.56

+ AEDA (mixed) 90.911.44 94.430.49 94.750.66

+ AEDA (curriculum) 93.591.16 94.260.74 95.560.12

+ SUMMaug (mixed) 92.940.99 94.610.64 94.850.62

+ SUMMaug (curriculum) 93.360.97 94.770.28 95.450.17

Table 3: Classification accuracystdev. (%) on IMDb-2:
mixed and curriculum denotes mixed and curriculum
fine-tuning. All the results are averages over five runs.
The best results are marked as bold.

RoBERTa We finetune a pre-trained RoBERTa2

on the original training data as a baseline.

RoBERTa + AEDA We use AEDA (Karimi
et al., 2021), a strong data augmentation method
for text classification as another baseline. We apply
AEDA3 to the original documents, and then fine-
tune a RoBERTa model on the augmented data and
original data.

RoBERTa + SUMMaug We use BART-based
summarizer trained on CNN-Dailymail to gener-
ate concise summaries, and fine-tune a RoBERTa
model on the augmented data and original data.

To evaluate the performance of our method in
low resource settings, we randomly select 200 and
1500 samples from the two datasets and train a
model on these sub datasets. However, on the
IMDb-10 dataset, we observe that all models di-
verge and perform randomly when training data is
reduced to 200, likely due to the challenges of fine-
grained classification with rather limited training
data; we thereby do not report the results.

In order to reveal the effectiveness of curricu-
lum fine-tuning, we apply curriculum fine-tuning
not only to SUMMaug but also to AEDA. On
the IMDb-10 dataset, we map the labels of the
augmented data into coarse-grained ones, as men-
tioned in § 3.1. Specifically, labels between 0-4 are
mapped into 0 (negative) while labels between 5-9
are mapped into 1 (positive).

4.3 Implementation Details
We set the model’s hyperparameters as follows.
For experiments on the IMDb-2 dataset, batch size
is set to 64 and learning rate is set to 1e-5. For
experiments on the IMDb-10 dataset, following
Adhikari et al. (2019), batch size is set to 16, with

2https://huggingface.co/roberta-large
3https://github.com/akkarimi/aeda_nlp

Model The size of training data

1500 all

RoBERTa 39.998.46 56.580.34

+ AEDA (mixed) 36.5810.64 51.2314.39

+ AEDA (curriculum) 41.773.01 56.631.65

+ SUMMaug (mixed) 40.652.71 55.812.00

+ SUMMaug (curriculum) 42.141.48 57.550.29

Table 4: Classification accuracystdev. (%) on IMDb-10.
All the results are averages over five runs. The notations
follow Table 3.

learning rate set to 2e-5. Detailed information of
training epochs can be found at Appendix A. All
the experiments were conducted on four NVIDIA
Quadro P6000 GPUs with 24GB memory.

The final model for evaluation is selected on
the basis of the performance on validation set. To
eliminate the effect of random factors, we report
the average accuracy over five runs.

5 Results

Tables 3 and 4 list the results of baseline methods
and our proposed method. Our method outperforms
baseline methods in all experimental settings. We
additionally confirm on both datasets that our data
augmentation is effective even when the training
data size is small.

How robustly does SUMMaug work? SUM-
Maug achieves higher classification accuracy
across datasets while improving or maintaining ro-
bustness (low standard deviations), whereas the
original AEDA, namely AEDA (mixed), reduces
the accuracy on IMDb-2 when 200 training exam-
ples are used, and it leads to unstable results on
IMDb-10 dataset.

Is curriculum fine-tuning effective? We use
mixed fine-tuning with SUMMaug and curriculum
fine-tuning with AEDA. We observe that under
mixed fine-tuning method, the data augmented by
SUMMaug exhibited less improvements and even
turns to be harmful on the IMDb-10 dataset. Con-
versely, it turns out that curriculum learning helps
the AEDA method achieve further improvements
in some cases while addressing the low robustness
issue. However, curriculum learning with AEDA
does not consistently enhance results because the
AEDA augmented data retains the same informa-
tion as the original data, which offers limited bene-
fits in improving text comprehension.
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N f Accuracystdev.
2 [0,0,0,0,0,1,1,1,1,1] 57.550.29

3 [0,0,0,1,1,1,1,2,2,2] 57.470.20

4 [0,0,0,1,1,2,2,3,3,3] 57.660.31

5 [0,0,1,1,2,2,3,3,4,4] 57.320.60

10 [0,1,2,3,4,5,6,7,8,9] 57.200.56

Table 5: Classification accuracystdev. (%) on IMDb-10
with different label coarsening function under SUM-
Maug (curriculum) method. N denotes the number of
merged label groups while f shows how the original
label 0-9 is mapped into coarse-grained label. All the
results are averages over five runs.

How label coarsening affects accuracy? Ta-
ble 5 shows the results of SUMMaug (curricu-
lum) under different map function f . The accu-
racy is comparable when N ≤ 4, while there’s
a noticeable decline in accuracy, accompanied by
decreased stability when label coarsening is insuffi-
cient or not adopted. This is probably because the
summaries can filter out detailed content, which
is essential for fine-grained classification. On the
other hand, unlike mixed fine-tuning, in which po-
tentially noisy augmented data is used throughout
the training process, in the curriculum fine-tuning,
the effect of noise diminishes after model turns to
train on the original data. Consequently, it can still
achieve improvement even without label coarsen-
ing.

6 Conclusion and Future Work

This study explores a novel application of a sum-
marization model and proposes a simple yet ef-
fective data-augmentation method, SUMMaug, for
document classification. It performs curriculum
learning-style fine-tuning to first train a model
on concise summaries prior to the fine-tuning on
the original training data. This mirrors the hu-
man process of mastering lengthy text comprehen-
sion, through gradual exposure to longer text. Ex-
perimental results on two document classification
datasets confirm that SUMMaug enhances both ac-
curacy and training stability compared to the base-
line data augmentation method. Meanwhile, our
method shows effective in low-resource settings.

The future work will focus on searching for the
optimal mapping function f and exploring the ef-
fect of different summarization models. We will
also apply SUMMaug to other document classifica-
tion tasks of various domains.

Limitations

One of the drawbacks of this study is that we do not
consider the label coarsening function f as a hyper-
parameter and just choose the simplest one for ex-
periments. The effect of label coarsening function
on accuracy is still insufficiently explored. For the
datasets, despite the different numbers of labels,
the documents used are originally from the same
kind of domain, which is not convincing enough
to show that SUMMaug is robust across diverse
classification tasks in different domains.
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