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1 Abstract

Recent advances in large language models
(LLMs) and LLM-driven chatbots, such as
ChatGPT, have sparked interest in the
extent to which these artificial systems
possess human-like linguistic abilities. In
this study, we assessed ChatGPT’s
pragmatic capabilities by conducting three
preregistered experiments focused on its
ability to compute pragmatic implicatures.
11 The first experiment tested whether
ChatGPT inhibits the computation of
generalized conversational implicatures
(GCls) when explicitly required to process
the text's truth-conditional meaning. The
second and third experiments examined
whether the communicative context affects
ChatGPT’s ability to compute scalar
implicatures (SIs). Our results showed that
ChatGPT did not demonstrate human-like
flexibility in switching between pragmatic
and semantic processing. Additionally,
ChatGPT’s judgments did not exhibit the
well-established effect of communicative
context on SI rates.
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26 1 Introduction

27 In recent years, large language models (LLMs)
2s have achieved unprecedented success in various
29 linguistic tasks, such as disambiguation (Ortega-
30 Martin, 2023), question answering (Brown et al.,
31 2020) and translation (Jiao et al., 2023). However,
a2 there is still ongoing debate among researchers
s3 about whether these LLMs truly approximate
s« human cognition and language use. On the
35 pessimistic side, Chomsky et al. (2023) argued that
s “[LLMs] differ profoundly from how humans’
a7 reason and use language. These differences place
ss significant limitations on what these programs can

3 do, encoding them with ineradicable defects”. In
a0 contrast, others have taken a more optimistic view.
41 Piantadosi (2023) argued that recent LLMs should
22 be considered as cognitive models of how people
a3 represent and use language.

To address this ongoing debate, researchers have
45 taken an empirical approach by subjecting LLMs
s to various psychological experiments. Binz and
a7 Schulz (2023) subjected GPT-3 to psychological
s experiments originally designed to study aspects of
s human cognition such as decision-making,
so information search and causal reasoning. They
s+ found that GPT-3 exhibited human-like or even
s2 better-than-human performance in tasks like
ss gamble decisions and multiarmed bandit tasks,
s« with signs of model-based reinforcement learning.
ss Kosinski (2023) tested several language models
s using the false-belief tasks commonly used to test
s7 theory of mind (ToM) in humans. They found that
ss recent GPT models, including GPT-4, GPT-3.5,
so and GPT-3, provided ToM-like responses similar to
s0 those of school children. However, more recent
o1 research suggests that ChatGPT’s deployment of
¢2 ToM was not as reliable as that of humans (Brunet-
es Gouet, Vidal, and Roux, 2023).

Cai et al. (2023) investigated whether ChatGPT
65 resembles humans in language comprehension and
e production by conducting 12 experiments on
o7 psycholinguistic effects at different linguistic
es levels. They found that ChatGPT exhibited human-
e like patterns of language use in 10 out of the 12
70 experiments. For instance, in speech perception, it
71 demonstrated sound-shape (Westbury, 2005) and
72 sound-gender association (Cassidy, Kelly &
73 Sharoni, 1999); in lexical processing, it updated
72 meanings of ambiguous word according to recent
75 input (Rodd et al., 2013); in syntactic processing, it
76 reused recently-encountered syntactic structures
77 (Bock, 1986); in semantic processing, it inferred
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7s the likelihood that a sentence is implausible as a
79 result of noise corruption (Gibson et al., 2013) and
s0 glossed over errors; at the discourse level, it drew
inferences and attributed causality of events
according to verb meanings; it was also sensitive to
the interlocutor in meaning access and word
choice. These results demonstrate that ChatGPT is
profoundly similar to humans in its language use.
s However, it’s worth noting that ChatGPT also
failed to replicate human patterns in two of the
experiments. In one, while humans tend to use
shorter words to express less information (e.g.,
Mahowald et al., 2013), ChatGPT did not display
this tendency. In another, ChatGPT did not make
use of context to disambiguate syntactic
ambiguities (Altmann and Steedman, 1988).

As we delve deeper into LLM-human
similarities, it is vital to scrutinize the degree to
which ChatGPT’s language use aligns with that of
humans and to reflect on the implications of such
similarities for the evolution of artificial
intelligence. Thus, it is important that LLMs are
comprehensively tested in order to evaluate how
human-like their language use is. So far, one aspect
of language use that has not been examined is
pragmatics. A hallmark of human language is the
ability to convey meanings beyond the literal
105 meaning of the words, through the use of pragmatic
implicatures (Grice, 1975; 1978). Experimental
107 pragmatics research has shown that humans can
distinguish implicatures from the literal meaning of
100 Utterances, and that the computation of
implicatures is influenced by the communicative
context (Doran et al., 2012; Zondervan, 2010;
112 Bonnefon, Feeney and Villejoubert, 2009). In this
113 project, we assessed the pragmatic capabilities of
1a LLMs by subjecting ChatGPT to three pre-
15 registered experiments that focused on the
computation of pragmatic implicatures. The first
experiment aimed to determine whether ChatGPT
is able to inhibit the computation of generalized
conversational implicatures (GCls) when explicitly
120 required to process the literal meaning of the text.
121 The second and third experiments tested whether
122 the communicative contexts affect how ChatGPT
computes scalar implicatures (SIs).
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12¢ 2 Experiment 1

125 In this experiment, we tested whether ChatGPT can
distinguish “what is said” from “what is
implicated” as human beings do. According to
standard linguistic accounts, “what is said” refers
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120 to the truth-conditional meaning of an utterance,
while “what is implicated” refers to the pragmatic
implicature, which is an additional level of
meaning that is enriched during the conversation
(Grice, 1975; 1978). For instance, consider the
sentence “Bill caused the car to stop” (Levinson,
2000, p. 39). While this sentence is semantically
compatible with the scenario in which Bill
slammed on the brakes, its implicature suggests
that Bill stopped the car in an unconventional way,
130 thus excluding the possibility that he stopped it
with the foot pedal.

The computation of such implicature is believed
122 to follow general principles of conversation and
involve reasoning about the possible alternatives
124 that the speaker could have used (Grice, 1975). For
example, interlocutors are expected to be truthful
while also making their utterances clear and
understandable. If Bill stopped the car in a typical
way, the speaker would have said something like
“Bill slammed on the brakes.” The fact that the
speaker didn’t use this typical expression implies
that Bill didn’t use the brakes to stop the car and
might have stopped it in an unconventional way.
This pragmatic implicature is enriched based on the
literal meaning of the utterance. We are so used to
interpreting utterances pragmatically that we often
156 bypass their literal meaning, unless the implicature
is explicitly canceled, as in “Bill caused the car to
stop, I mean he slammed on the brakes.”

A critical question in the study of pragmatic
implicatures is whether non-experts can
differentiate between “what is said” and “what is
162 implicated.” To address this issue, Doran, Ward,
163 Larson, McNabb, and Baker (2012) measured the
16 Tate at which people compute a variety of
165 generalized conversational implicatures (GClIs) in
166 different experimental manipulations. These GCls
167 are implicatures that can be inferred without
168 reference to the context (Grice, 1975). The study
160 found that, by default, participants were able to
170 derive the implicature of an utterance around half
171 the time. However, the computation of GCls
172 decreased if participants were explicitly instructed
173 to focus only on the literal meaning of the
174 utterance. This suggests that non-experts without
175 training  in  linguistics can still distinguish
176 pragmatic implicature from the literal meaning. We
177 adopted the experimental design of Doran et al.
178 (2012) to investigate whether ChatGPT exhibits
170 similar patterns to human participants when
180 processing GCls.
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1#1 2.1 Design and stimuli

12 The design of this experiment was based on that of
1s Doran et al. (2012). As shown in (1), ChatGPT was
1s« presented a mini dialogue, where Irene asked a
185 question and Sam responded to the question. The
18s mini dialogue was followed by a statement of the
1s7 fact. ChatGPT was then asked to decide, given the
188 factual statement, whether Sam’s response was true
180 or false.

1.Q-based GCI:

Irene: How much cake did Gus eat at his
sister’s birthday party?

Sam: He ate most of the cake.

FACT: By himself, Gus ate his sister’s entire
birthday cake.

190

191
192
193
194

195

196 In (1), the GCI in question belongs to what is called
a “Q-based” implicature (Levinson, 2000), where a
weaker quantifier (i.e., “most”) in the scale of
informativeness implicates the negation of a
stronger quantifier (i.e., “all”, as expressed by the
word “entire” in the factual statement). That is,
quantifiers “some-most-all (entire)”” form a scale of
increasing informativeness in that if “all of X”
holds, then “most of X” holds, and “some of X”
must hold, but not vice versa. Given the scale, the
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206
“most of X and “all of/ entire X”’; similarly, the
utterance of “most of X’ implicates the negation of
“all of/ entire X”. Thus, based on the factual
statement, Sam’s response is logically true but
pragmatically infelicitous. Judging Sam's response
as false indicates successful GCI computation and
judging it as true indicates the computation of the
literal meaning but not of GCI.

Apart from Q-based GCls, Doran et al. (2012)
also investigated two other types of GClIs: “I-
based” implicatures and “M-based” implicatures.
The former refers to cases where the speaker says
as little as necessary while the listener needs to
“amplify the informational content of the speaker’s
utterance by finding the most specific
interpretation” (Levinson, 2000). For example, the
utterance “She walked into the bathroom. The
window was open.” has the implicature that the
window is in the bathroom, while the truth-
conditional meaning of the utterance allows for the
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! The original study of Doran et al. (2012) included a
third condition known as the “literal Lucy” condition,
which was also included in our preregistration. We
specified that we would only collect data for this

utterance “some of X implicates the negation of 254

227 possibility that the window is located elsewhere.
“M-based” implicatures refer to cases where the
speaker uses a marked way in the description of a
common state of affairs, implicating that the
unmarked form of the state of affairs does not hold.
For instance, the phrase “waited and waited”
implies an extended duration of waiting, despite its
literal meaning being agnostic to the length of the
waiting period. The three types of GCls each have
236 their own subcategories, as detailed in Appendix A.
Each subcategory consisted of four experimental
items, resulting in a total of 44 experimental items.
Additionally, 16 filler items were included (taken
from Doran et al., 2012), which did not require the
computation of GCls.

The experiment had two conditions: pragmatic
and literal. In the pragmatic condition, ChatGPT
was instructed to evaluate the truth of Sam’s
245 Tesponse based on the factual statement. After each
dialogue and the factual statement, we prompted
ChatGPT with “Please judge whether what Sam
says is true or false based on the fact.” In the literal
condition, ChatGPT was instructed to interpret
Sam’s response literally. We prompted ChatGPT
with “Please judge whether what Sam says is
literally true or false based on the fact.” Doran et
al. (2012) found that, compared to the literal
condition, the pragmatic condition led human
255 participants to compute more GCls (i.e., to evaluate
Sam’s responses more often as false). We aimed to
investigate whether ChatGPT exhibits similar
sensitivity to the instructions in drawing GCls.
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2.2 Procedure

We followed the data collection procedure
preregistered with the Open Science Framework
(https://osf.io/cp297), eliciting responses
from ChatGPT (Feb 13 version)'. In each run, we
26 used a Python script to simulate a human
interlocutor having a conversation with ChatGPT.
We first presented a training example (in the
267 pragmatic or literal condition), followed by actual
experimental stimulus (see Appendix A). ChatGPT
was instructed to respond by saying only “true” or
“false” without other words or explanations, and
we recorded the responses. In total, this study had
400 runs, with 200 runs for each condition.
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condition if ChatGPT could pass a sanity check test.
Our testing revealed that ChatGPT consistently failed
the sanity check. As per our preregistration plan, we
did not collect data for this condition.
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Figure 1: Proportion of false responses (i.e., GCIs)
in the pragmatic and literal condition in Expl.
Note, the error bars represent confidence interval
(computed using bootstrapping). The triangles
represent conditional means from human
participants in Doran et al. (2012).

273 2.3 Results and Discussion

274 Doran et al. (2012) found that human participants
275 in the pragmatic condition were more likely to
evaluate Sam’s response as false (50%) than those
in the literal condition (44%), and such a difference
278 was statistically significant. Given that in all the
experimental items, Sam’s response was
pragmatically infelicitous but logically compatible
21 with the fact, the “false” judgements reflected the

computation of GCls. In this study, we found much
higher rates of “false” judgements for the
experimental items in both the pragmatic condition
(81%) and the literal condition (78%) (see Figure
1). Following the preregistered analytical plan, we
applied a Bayesian generalized linear model to
2as trial-level responses (true or false, using true as the
reference level), using condition (pragmatic vs.
literal) as the predictor. The random effects
structure consisted of by-item intercepts and
slopes, which was the maximal random effects
structure for a between-subjects design. Though
204 there was a slight decrease of false responses in the
literal compared to the pragmatic condition, this
difference was not statistically significant (beta = -
0.15, CI=[-0.9, 0.63]). As an exploratory analysis,
208 we investigated the possibility that the effect of the
condition was modulated by the category of the
GCIs. Another Bayesian generalized linear model
301 was constructed using the condition (pragmatic vs
literal, dummy-coded with the pragmatic condition
s03 being the reference level), the category of the GCls
(I-based, M-based, and Q-based, dummy-coded
s0s with the Q-based GCls being the reference level),
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07 giving a false response (i.e., GCI). The results

showed that none of the effects in the model were
statistically meaningful (see Table 1). Instead of
showing human-like flexibility switching between
pragmatic and semantic interpretation, ChatGPT
312 was unable to inhibit the computation of GClIs even
313 when it was instructed to do so.
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3 Experiment 2

314

31

o

In this experiment, we aimed to further investigate
ChatGPT’s ability to draw pragmatic inferences,
specifically in relation to a type of Q-based GCls
known as scalar implicatures (SIs). SIs are a well-
studied phenomenon where the presence of a lower
scalar item implies the negation of the higher scalar
items (Horn, 1972). For instance, the sentence
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1-95% CI
1.63
-1.69
-3.93
-3.00
-0.87
-0.71

u-95% CI
6.40
0.36
4.08
4.12
2.92
2.34

Est.Error
1.22
0.52
2.04
1.81
0.96
0.77

Estimate
3.89
-0.66
0.07
0.55
0.94
0.76

Intercept

Literal

M-Based GClIs
I-Based GCIs
Literal:M-Based GClIs
Literal:I-Based GCIs

Table 2: The effect of condition, the category of the
GCls and their interactions in Expl. Note, an
estimate is statistically meaningful when zero is not
included within the 95% credible interval.

“Sam had a hot dog or a hamburger for lunch”
implies that Sam did not have both a hot dog and a
324 hamburger for lunch, even though the sentence’s
literal meaning allows for this possibility.
Zondervan (2010) argued that an important
contextual factor that influences the interpretation
of scalar items is the information structure-
320 whether the scalar item concerns the information
focus or information background. For example, the
sentence “Julie had found a crab or a starfish”, can
332 be the answer to two different questions as follows:

330

331

2a. What had Julie found?
2b. Who had found a crab or a starfish?

Depending on the question, the same sentence
“Julie had found a crab or a starfish” has different
information structure. When it is the answer to
question 2a, the second half of the sentence
including the scalar item “or” is the information
focus (new information), while the first half of the
sentence including the subject and main verb is the
information background (given information). On
a3 the other hand, if the same sentence is the answer
a4 to question 2b, the subject “Julie” becomes the
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and their interactions to predict the probability of s information focus while the scalar item retreats to

as6 the information background. Zondervan conducted
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a7 a series of experiments, showing that readers are
more likely to derive the SI of “or” when it is part
of the information focus compared with the cases
in which the scalar item is part of the information
background. We wonder if ChatGPT resembles
human beings showing similar sensitivity to
conversational context when processing scalar item
sse “or”. If ChatGPT has acquired the pragmatic
355 knowledge similar to that of the humans, it should
356 be more likely to interpret the expression “A or B”
as “A or B but not both A and B” when it is part of
a8 the information focus compared with the case in
which the expression “A or B” is part of the
information background. To further explore the
way ChatGPT processes scalar items, we replicated
s62 the second experiment in Zondervan (2010) using
ChatGPT as the participant.
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¢ 3.1 Design and stimuli

365 The experimental items of the study consisted of
six short story pairs, each followed by a true-or-
false question. All the stories ended with a
conversation between two characters, in which one
character used the scalar item “or” in his/her reply
a70 to another character’s question (see 3 and 4). Each
story in a pair differed in terms of the context where
a2 the scalar item occurred- whether the scalar item
a3 being part of the information focus or the
information background. In the scalar-implicature-
relevant (Sl-relevant) condition (see 3), the
question was about the object (“what” question),
and the scalar item “or”” was part of the information
focus. In this case, the interpretation of the scalar
item as either “A or B but not both A and B” or “A
or B and possibly both A and B” had particular
relevance to the conversation. In the scalar-
implicature-irrelevant  (Sl-irrelevant) condition
(see 4), the question is about the subject (“who”
question), and the scalar item was part of the
information background. Thus, the interpretation
of the scalar item was not the major concern of the
conversation. Crucially, based on the information
ass provided in the story, the using of the scalar item
“or” was logically sound but pragmatically
a0 infelicitous, and at the end of the story, ChatGPT
301 was asked to judge if the character’s answer was
a2 true or false. If the SI of “or” was computed,
303 ChatGPT would respond with “false” to the
3904 question; or conversely, if the SI was not computed,
395 @ “yes” judgement would be given.
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396 3. Sl-relevant:

Julie and Karin were searching for marine
animals on the beach. After some searching
Julie found a crab. Not much later she also
found a starfish. Unfortunately, Karin didn’t
find anything. When Karin returned, her
mother asked what kind of marine animals
Julie had found. Karin answered that Julie
had found a crab or a starfish.

405 Is Karin’s answer true or false?

406 4. Sl-irrelevant:

Julie and Karin were searching for marine
animals on the beach. After some searching
Julie found a crab. Not much later she also
found a starfish. Unfortunately, Karin didn’t
find anything. When they returned, their
mother asked who had found a crab or a
starfish. Karin answered that Julie had found
a crab or a starfish.

407
408
409
410
411
412
413

414

415 Is Karin’s answer true or false?

In Zondervan's original study (2010), the
17 experimental items comprised six pairs of stories
a1 similar to (3) and (4) but written in Dutch. For the
a19 present study, we utilized the English versions of
220 these stories as the experimental items.
221 Additionally, we created 14 filler items that
222 mirrored the length and structure of the
23 experimental items. Each filler item contained a
224 dialogue in which one character answered the
425 question posed by the other character. Half of the
a2 filler items were designed to elicit a “true”
s27 response, while the other half were designed to
elicit a “false” response. To balance the
experimental conditions and the order of stimuli,
we employed four pseudo-randomized lists of
items, following Zondervan's original study.

416
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3.2 Procedure

233 We  followed the data collection procedure
s34 preregistered with the Open Science Framework
35 (https://osf.io/egm7v), eliciting responses
a3 from ChatGPT (Feb 13 version). In each run of the
s37 experiment, we used a Python script to simulate a
s3s human interlocutor having a conversation with
439 ChatGPT. At the start, the human interlocutor
a0 instructed  ChatGPT to make truth-value
a1 judgements based on the content of the stories. Two
a2z practice trials were given to ChatGPT, the correct
a3 answer of which was “true” and “false”
s respectively. After the practice trial, ChatGPT was
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a5 randomly assigned to one list of items, which were
ass presented sequentially. For each item, ChatGPT
a7 Was instructed to respond by saying only “true” or
aas “false” without other words or explanations, and
229 we recorded the responses from ChatGPT. In total,
as0 this study had 200 runs of the script, with 50 runs
s51 for each list of items.

452 3.3  Results and Discussion

ss3 In Zondervan (2010), the rate of “false”
ss5¢ judgements (i.e., SIs) was 67% in the Sl-relevant
s55 condition and 41% in the Sl-irrelevant condition.
a6 In our experiment, ChatGPT responded with “true”
ss7 for more than 99% of the experimental items,
sss regardless of whether the item was in the SI-
a5 relevant or Sl-irrelevant condition. The “true”
s0 judgement meant that ChatGPT judged the
61 pragmatic infelicitous usage of “or” as “true”,
ss2 which suggested a lack of pragmatic interpretation.
s63 Only one trial in the Sl-relevant condition and two

“False” “True”
Experimental items
SI-relevant 1 599
Sl-irrelevant 2 598
Filler items
Correct Answer: False | 1394 6
Correct Answer: True | 96 1304

Table 2: A summary of judgements from
ChatGPT for experimental items and filler items
across different conditions in Exp2. Note, the
column labels indicate the judgements provided
by ChatGPT.

ses trials in the Sl-irrelevant condition received a
a65 “false” judgement, which was typically interpreted
a6 as the computation of Sls (see Table 2). Given the
s67 large number of trials in the experiment, the
ses difference between Sl-relevant and Sl-irrelevant
a0 condition regarding the rate of SI computation was
a70 not statistically meaningful (beta = -1.31, CI = [-
a1 10.81, 4.78)).

Our analysis of the filler items revealed that
a3 ChatGPT demonstrated sensitivity to the truth
a74 conditions of the statements (see Table 2). When
a75 the character in the story provided an untruthful
a76 response, and thus the correct answer to the
a77 question should have been “false”, ChatGPT
a7s provided more “false” judgments than “true”
a79 judgments (1394 vs. 6). Conversely, when the
a0 correct answer to the filler item was “true”,

472

31 ChatGPT provided more “true” judgments than
“false” judgments (1304 vs. 96). To further explore
a3 the impact of the correct answer on ChatGPT’s
a4 judgments, we modeled the probability of
ChatGPT providing a “false” judgment as a
function of whether the correct answer to the filler
item was “true” or “false” (both dummy coded with
a5 the “false” answer being the reference level).
Maximal random effects structures were
constructed including subject and item intercepts
and slopes. We found that when the correct answer
of the filler item was “true”, the “false” judgements
from ChatGPT decreased at a statistically
meaningful rate (beta = -19.64, CI = [-33.92, -
11.66)). In total, the accuracy rate of ChatGPT in
answering the filler items was above 85 percent.
In this experiment, we investigated whether
ChatGPT exhibited human-like patterns of scalar
implicature computation by responding to the
information structure of the communicative
context. Previous research on human participants
has shown that when the scalar item “or” was in the
information focus, they were more likely to derive
s« the upper bounded reading (“A or B but not both A
and B”’) compared to when the scalar item was in
so6 the information background. Our findings suggest
so7 that ChatGPT consistently provided “true”
soe Tesponses when asked if “A or B” is true when both
soo A and B occur, indicating that it interpreted the
scalar item “or” as lower bounded (“A or B and
possibly both A and B”) for over 99% of the trials,
si2 regardless of whether it appeared in the
information focus or background. Furthermore,
ChatGPT did not always provide “true” responses.
For filler items where the correct answer was
“false”, ChatGPT provided significantly more
“false” responses than “true” responses, and its
accuracy rate was high. Therefore, the reason why
ChatGPT almost always provided a “true”
s20 response for experimental items was that it always
endorsed the pure logical interpretation rather than
s22 the pragmatic interpretation of the scalar item “or”.
The lack of scalar implicature computation for this
scalar item and the insensitivity to the information
structure of the communicative context
differentiate ChatGPT from human participants.
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527

For human participants, the computation of SI is
modulated by the conversational context, and the
s result of Experiment 2 suggested that ChatGPT
s31 lacked the sensitivity to the manipulation of
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information structure, an important aspect of the sz
conversational context. This experiment aimed to sz
investigate whether conversational context affects se

Yes/No question: From what this fellow
member told you, do you think it is possible
that everyone hated your poem?

how ChatGPT processes scalar implicature (SI)
s36 using a different contextual aspect and a different
scalar item. Bonnefon, Feeney, and Villejoubert
(2009) found that the rate of endorsing SIs for the
scalar item “some” decreased when the lower
s20 bounded interpretation (“some and possibly all”)
threatened the face of the listener, compared to
when it boosted the listener’s face. In this
experiment, we aimed to test whether ChatGPT
shows similar sensitivity to conversational context.
We adopted the same design as the first study in
Bonnefon, Feeney, and Villejoubert (2009),
comparing the rate of SI computation across two
within-participants conditions. Unlike the original
study, we did not recruit human participants but
sso tested  whether  ChatGPT  exhibits  similar
performance as human participants. Specifically,
we examined whether ChatGPT is more likely to
interpret the scalar item “some” as “some but not
all” in the face-boosting context, but not so much
when the scalar item “some” appears in the face-
sss threatening context.
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ss7 4.1 Design and stimuli

sse In this experiment, ChatGPT read two scenarios
which were either face-threatening or face-
ss0 boosting, and the scalar item “some” appeared in
the description of the scenario. After reading each
scenario, ChatGPT was required to answer a yes-
ses N0 question. Specifically, we asked ChatGPT
whether it would endorse the lower-bounded
interpretation of some (which is “some and
possibly all”). An example of the experimental
item in the face-threatening and face-boosting
context was shown in (5) and (6):
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56!
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569 5. Face-threatening context:

570 Imagine that you have joined a poetry club,
which consists of five members in addition
to you. Each week, one member writes a
poem, and the five other members discuss
the poem in the absence of its author. This
week, it is your turn to write a poem and to
let others discuss it. After the discussion, one
fellow member confides to you that “Some

people hated your poem.”
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577

578

582 6. Face-boosting context:

583 Imagine that you have joined a poetry club,
which consists of five members in addition
to you. Each week, one member writes a
poem, and the five other members discuss
the poem in the absence of its author. This
week, it is your turn to write a poem and to
let others discuss it. After the discussion, one
fellow member confides to you that “Some
people loved your poem.”

Yes/No question: From what this fellow
member told you, do you think it is possible
that everyone loved your poem?

593

594

sos We included two scenarios like 5 and 6, creating
so6 two lists of items using the Latin Squared Design.
so7 All items in the experiment were directly adopted
ses from Bonnefon, Feeney and Villejouber (2009).

s00 4.2 Procedure

s0 We followed the data collection procedure
s01 preregistered with the Open Science Framework
602 (https://osf.io/3v9gn), eliciting responses
s03 from ChatGPT (Feb 13 version). In each run of the
s04 experiment, we used a Python script to simulate a
s human interlocutor having a conversation with
s0s ChatGPT. At the start, the human interlocutor
e07 instructed ChatGPT to answer yes-no questions
s0s based on the description of scenarios. Two practice
s00 trials were given to ChatGPT, the correct answer of
s10 which was “yes” and “no” respectively. After that,
611 ChatGPT was randomly assigned to one list of
e12 items, which were presented to ChatGPT in a
s13 random order. For each item, ChatGPT was
e14 instructed to respond by saying only “yes” or “no”
o1 without other words or explanations, and we
16 recorded the responses from ChatGPT. In total, this
s17 study had 200 runs of the script, with 100 runs for
st each list of items.

“NO” “Yes”
Face-boosting 198 0
Face-threatening 198 0

Table 3: A summary of judgements from
ChatGPT for experimental items across different
conditions in Exp3.
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619 4.3  Results and Discussion

e20 According to our preregistered data exclusion
criteria, we excluded data from two runs of the
experiment because ChatGPT answered the second
practice trial incorrectly, indicating that it may not
provide reliable judgments in that run of the
experiment. Therefore, we analyzed the data from
198 runs of the experiment. In Bonnefon, Feeney
and Villejouber’s (2009) study, 83% of human
e2s participants responded with “no” when asked if the
lower bounded interpretation of “some” was
s30 possible in the face-boosting context, while a
significantly lower 58% responded “no” in the
face-threatening context. In contrast, our study
found that ChatGPT always responded “no” to all
of the trials, regardless of whether the context was
face-boosting or face-threatening (see Table 3).

Though the exact mechanism is still unclear
7 regarding why human participants were more
likely to interpret the construction “some verb-ed
30 X as “some and possibly all verb-ed X” in the face
s0 threatening context than in the face boosting
context, Bonnefon, Feeney and Villejouber (2009)
suggested that the listener may take into account
s« the intension of the speaker to use the word “some”
in an underinformative way in order to protect the
face of the listener. Although, the SI rate of “some”
ess decreased in the face threatening condition, in
e7 general, human participants preferred the
s4s pragmatic interpretation of “some” as “some but
sso not all”, and that is why even in the face-
es0 threatening condition, the majority of the human
participants (58%) provided a “no” judgement to
es2 the question “Do you think it is possible that
everyone hated...” In our experiment with
ChatGPT, we clearly saw a stronger preference for
ess the pragmatic interpretation of “some” over the
es6 truth-conditional interpretation. In fact, ChatGPT
exhibited zero variance in its judgements- for all
ess the trials that contained the scalar item “some”,
ChatGPT always interpreted them as “‘some but not
all”, and thus said “no” to the question, regardless
of whether the implicature was face threatening or
face boosting to the listener.
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s 3 General Discussion and Conclusion

e« In three experiments, we investigated whether
es LLMs like ChatGPT exhibit human-like
ess performance  when  processing  pragmatic
implicatures. Previous research has shown that
ees humans distinguish implicatures from the truth-

667

66

©

conditional meaning of the utterance, and several
factors have been identified that modulate the
probability of implicature computation. While
672 pragmatic enrichment is an essential component of
successful communication, whether an implicature
is computed by a specific listener in a specific
communicative context is probabilistic in nature. In
contrast, our findings revealed that ChatGPT
lacked human-like flexibility in switching between
pragmatic and semantic interpretation, as it was
7o unable to inhibit the computation of GCls even
when instructed to do so. Notably, the processing
of scalar items in ChatGPT exhibited a
deterministic pattern: whereas “some” always
es3 Teceived an upper bounded interpretation as “some
s« but not all”, the expression “A or B” almost always
es5 received a lower bounded interpretation as “A or B
and possibly both A and B”.

Given ChatGPT’s impressive human-like
sss performance across a range of language tasks (Cai
et al., 2023), one might question why humans and
LLMs differ in their computation of GCls. Our
argument is that this difference can be explained by
e02 the acquisition of GCIs and the computational
e03 Tesources available to humans and machines.
Developmental research indicates that scalar items
are acquired with a lower bounded interpretation
s before pragmatic enrichments (Noveck, 2001).
Consequently, adults have access to both the literal
and pragmatic interpretations of a scalar item,
whereas LLMs are exposed to language data that
are mainly pragmatically driven. This explains why
ChatGPT, in general, is more prone to pragmatic
interpretation compared with human participants.
However, it is still unclear why some specific word
like “or”” almost always evokes a literal rather than
705 pragmatic interpretation. Furthermore, humans
706 possess limited computational resources compared
707 to machines. The principle of economy suggests
708 that the human mind enriches the truth-conditional
meaning only when the context necessitates it
(Noveck & Sperber, 2007). This echoes the fact
that the effect of contextual manipulation has only
712 been observed among human participants rather
713 than LLMs. It is consistent with the observation
714 that humans tend to use shorter forms of words
(e.g., math instead of mathematics) when the
meaning is predictable, while ChatGPT does not
(Cai et al, 2023). Overall, our experiments
demonstrate that although LLM-based chatbots
such as ChatGPT excel in many language tasks,
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720 they do not mimic humans in their computation of
721 GCls.

722 Limitations

723 The scope of our research is limited to uncovering
724 the distinction between humans and LLMs in a
specific aspect of pragmatic processing: the
computation of GCIs. While we offer tentative
explanations for the patterns we observed, our
study does not directly provide solutions for
improving the performance of LLMs. In this study,
we use ChatGPT as an example of LLMs due to its
prominence in current research. However, it
remains uncertain whether other LLMs exhibit
comparable characteristics and tendencies as
observed in ChatGPT. Moreover, it is important to
735 note that our findings may not generalize to the
736 processing of other types of pragmatic
implicatures.
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An example of experimental items containing

GClIs of different categories in Expl.

Dialogue

Irene: Hey, Sam. Do you know who wrote Pride and Prejudice?
Sam: A British woman wrote it, and her last name was Austen.

Irene: How much cake did Gus eat at his sister’s birthday party?
Sam: He ate most of the cake.

Irene: How many children does Lisa have?
Sam: Lisa has three children.

Irene: How would you say you’re doing financially?
Sam: I’'m comfortable.

Irene: What kind of milk does your diet allow for?
Sam: It allows for 1%.

Irene: | heard something big happened in the art studio yesterday.
Sam: In a fit of rage, Rachel picked up a hammer and broke a statue.

Irene: What happened when Sue came over?
Sam: She walked into the bathroom. The window was open.

Irene: Can the guys come to the reception?
Sam: George and Steve play squash at the gym until 6:00 every day.

Irene: | understand that George has had a really rough year.
Sam: Last month, he lost his job and started drinking.

Irene: Why is Stephen so upset?
Sam: He caused Bill to die.

Irene: What happened at Doctor Witherspoon’s office?
Sam: Sasha waited and waited for her appointment.

Irene: What did Joseph do after finishing the marathon?
Sam: He drank bottles and bottles of water.

Fact

FACT: Jane Austen, a British woman, wrote

Pride and Prejudice.

FACT: By himself, Gus ate his sister’s entire

birthday cake.

FACT: Lisa has quadruplets

FACT: Sam just bought four condos at Lake
Point Tower, in downtown Chicago, where

Oprah Winfrey lives.

FACT: The only type of milk prohibited by

Sam’s diet is full-fat milk.

FACT: After grabbing a hammer, Rachel
angrily kicked a statue, causing it to fall

over and break.

FACT: The open windows are in the kitchen,
and there are no windows in the bathroom.

FACT: George plays squash at the YMCA until
6:00 daily, and Steve plays squash at SPAC

until 6:00 every day.

FACT: George started drinking on the 15th of
last month and lost his job on the 20th of

last month.

FACT: Stephen intentionally murdered Bill.

FACT: Sasha waited 5 minutes for her
appointment at DoctorWitherspoon’s office.

FACT: Joseph drank one 20 oz bottle and one
16 oz bottle of water after finishing

themarathon.
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First Level Category

Training Example

Q_Based_GCls

Q_Based_GCls

Q_Based_GCls

Q_Based_GCls

|_Based_GCls

|I_Based_GCls

|_Based_GCls

|_Based_GCls

M_Based_GCls

M_Based_GCls

M_Based_GCls

Second Level Category

Training Example

Quantifiers_Modals

Cardinals

Gradable_Adjectives

Rankings

Argument_Saturation

Bridging_Inferences

Coactivities

Conjunction_Buttressing

Verbal_Periphrasis

Repeated_Verb_Conjuncts

Repeated_Noun_Conjuncts



