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Abstract

An open question in language comprehen-
sion studies is whether non-compositional
multiword expressions like idioms and
compositional-but-frequent word sequences
are processed differently. Are the latter
constructed online, or are instead directly
retrieved from the lexicon, with a degree of
entrenchment depending on their frequency?

In this paper, we address this question with
two different methodologies. First, we set up
a self-paced reading experiment comparing hu-
man reading times for idioms and both high-
frequency and low-frequency compositional
word sequences. Then, we ran the same ex-
periment using the Surprisal metrics computed
with Neural Language Models (NLMs).

Our results provide evidence that idiomatic and
high-frequency compositional expressions are
processed similarly by both humans and NLMs.
Additional experiments were run to test the
possible factors that could affect the NLMs’
performance.

1 Introduction

It is a fact that some linguistic forms are stored in
the mental lexicon, while some others have to be
computed ‘on the fly’ by composition from smaller
parts. However, the debate in linguistics and cog-
nitive science concerns where to put the divide be-
tween ‘on the fly’ construction and direct retrieval
(Tremblay, 2012). Theories arguing for a primary
role for composition (Chomsky, 1993; Marantz,
1995; Jackendoff, 2002; Szabó, 2004) assume that
rules would be responsible for the ‘on the fly’ com-
putation of regular forms, while the irregular ones
have to be stored in the lexicon and retrieved as a
whole. On the other hand, usage-based construc-
tionist approaches consider frequency as a crucial

factor and claim that frequent forms are stored in
the lexicon, while the composition mechanism is re-
served to infrequent ones (Goldberg, 2003; Bybee,
2006). Accordingly, the more often a linguistic ex-
pression is encountered, the more its representation
is entrenched and the easier its retrieval from the
mental lexicon is (Bannard and Matthews, 2008).

The usage-based view found some strong sup-
porting evidence in self-paced reading, EEG, and
sentence recall experiments (Arnon and Snider,
2010; Tremblay and Baayen, 2010; Tremblay et al.,
2011), where the speed at which highly frequent
word sequences were processed suggested that they
are stored and processed unitarily in the mental
lexicon at least to some degree. In this research,
considerable attention has been devoted to a class
of recurring and conventional phrases denominated
multiword units, phraseological units or formu-
laic units across different theoretical frameworks
(Arnon and Snider, 2010; Siyanova-Chanturia et al.,
2011; Tremblay and Baayen, 2010; Wulff, 2008;
Contreras Kallens and Christiansen, 2022).

Among multiword expressions, the mechanisms
underlying idiom comprehension and production
have been at the core of extensive research; in-
deed, idioms (e.g., break the ice, cut the mustard)
convey a figurative interpretation not determined
by a compositional syntactic and semantic anal-
ysis of their component words (Cacciari and Ta-
bossi, 1988; Libben and Titone, 2008; Senaldi et al.,
2022). These expressions have been associated
with facilitation effects in reading (Conklin and
Schmitt, 2008; Titone et al., 2019) and a more pos-
itive electric signal in brain activity (Vespignani
et al., 2010). To our knowledge, not many stud-
ies have directly compared the processing times
of idiomatic multiword expressions and frequent
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compositional combinations, with the exception of
the study by Jolsvai et al. (2020) on three-word
phrases (see Section 2.1).

In this paper, we set up a self-paced reading
experiment in which we compare human read-
ing times of English verb-determiner-noun con-
structions in three different conditions: idiomatic
(steal my thunder), high-frequency compositional
(steal my wallet) and low-frequency composi-
tional (steal my trolley). Additionally, given
the success of modern Neural Language Mod-
els (NLMs) and the increasing interest in using
their probabilistic predictions to account for sen-
tence processing phenomena (Futrell et al., 2018;
Van Schijndel and Linzen, 2018; Wilcox et al.,
2018; Michaelov and Bergen, 2020; Cho et al.,
2021; Michaelov and Bergen, 2022a; Michaelov
et al., 2023), we repeated the experiment by extract-
ing the Surprisal values (Hale, 2001; Levy, 2008)
of the words in the stimuli with several RNN- and
Transformer-based models, to compare them with
the human results. We chose this measure because
Surprisal is considered an indicator of the process-
ing load associated with a word; experiments have
found a strong correlation between biometric and
computational values (Ryu and Lewis, 2021).

Our results show that humans process id-
iomatic and high-frequency compositional ex-
pressions significantly faster than low-frequency
compositional ones and, in parallel, NLMs as-
sign to them significantly lower Surprisal values.
Among the models we tested, we found out that the
smaller version of GPT2 and a 2-layer LSTM ob-
tained the exact same score patterns as human
subjects; we observed no significant difference be-
tween the Surprisal scores in the idiomatic and the
high-frequency conditions, but the values for the
infrequent condition were significantly higher.1

2 Related Work

2.1 Direct access of Idiomatic and Frequent
Sequences

The idea that frequently-occurring multiword ex-
pressions may be stored and processed holistically
had been put forth already by Biber et al. (2000).
Tremblay et al. (2011) set up a self-paced read-
ing experiment comparing frequent lexical bun-
dles (e.g., whatever you think about it) and lower-
frequency control sequences (e.g., whatever you

1Data and code available at: https://osf.io/4jg2b/
?view_only=e3679a4df4c248fb8819156b392e92ad.

do about it), and they found that the former were
read faster by human subjects across different ex-
perimental settings. Arnon and Snider (2010) com-
pared the reaction times in phrasal decision tasks
between frequent and infrequent word sequences
(e.g., I don’t know why vs. I don’t know who),
where the subparts of the sequence were matched
for frequency, and they reported a clear effect of
phrase frequency on recognition times. Tremblay
et al. (2011) described a four-word production task
in which the participants had to say the word se-
quences that were shown to them, and their pro-
duction onset latencies and total durations were
measured. The authors found several main effects
related to word frequencies, contextual predictabil-
ity, and mutual information, deemed as indicative
of the holistic storage of forms.

Among multiword expressions, it is generally ac-
knowledged that idiomatic constructions play a spe-
cial role, as they convey a figurative meaning that
cannot be accessed by merely combining the se-
mantics of their components (non-compositionality;
(Jackendoff, 2002)). Converging evidence from
online methodologies supports facilitation in pro-
cessing for idioms with respect to non-idiomatic
phrases (Cacciari and Tabossi, 1988; Conklin and
Schmitt, 2008; Vespignani et al., 2010; Siyanova-
Chanturia et al., 2011; Titone et al., 2019). There is
an open debate about how idioms are represented
in the mental lexicon and processed during com-
prehension: while the non-compositional view con-
siders idioms as frozen strings directly accessed
during comprehension (Swinney and Cutler, 1979;
Cacciari and Tabossi, 1988, i.a.), recent evidence
suggests that idiom comprehension involves both
direct meaning retrieval and compositional analysis
at different comprehension stages, thus validating
hybrid models of idiom processing (Libben and
Titone, 2008; Titone et al., 2019).

In particular, hybrid views predict that an idiom’s
degree of familiarity or subjective frequency mod-
ulates the availability of direct retrieval as a pro-
cessing strategy. Indeed, prior studies had shown
speakers to engage in a more compositional pro-
cessing strategy when idioms are less frequent or
familiar, for example, because they appear in a
non-canonical modified form or they are being pro-
cessed in a second language (Senaldi and Titone,
2022; Senaldi et al., 2022). Vice versa, a ques-
tion that remains unaddressed is whether frequent
but compositional word combinations can benefit
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from some form of direct memory access during
processing.

Jolsvai et al. (2020), to our knowledge, is the
only study attempting a comparison between three-
word idiomatic expressions, frequent composi-
tional phrases, and fragments. A phrasal decision
task revealed that the meaningfulness of the chunk
sped up reaction times, which were similar for id-
ioms (play the field) and frequent phrases (noth-
ing to wear), while phrasal fragments (without the
primary) took considerably more time. However,
the stimuli across the three conditions were just
matched on sub-components’ frequency, without
any constraint about the superficial realization of
the constructions. Unlike Jolsvai and colleagues,
we only focused on English verb constructions. We
manipulated frequency and degree of composition-
ality by changing the direct object while keeping
the verb constant. Across experimental conditions,
the same verb could appear in an idiom (spill the
beans), a high-frequency compositional construc-
tion (spill the milk), and a low-frequency composi-
tional construction (spill the rice, see Section 3.1).

2.2 Constructions and Idioms in Transformer
Language Models

With the rise to the popularity of Transformer lan-
guage models in NLP (Vaswani et al., 2017; Devlin
et al., 2019), several studies explored the nature
of the linguistic representations of Transformers
and how they handle compounds and other types
of non-compositional expressions (Shwartz and
Dagan, 2019; Rambelli et al., 2020; Garcia et al.,
2021a,b; Dankers et al., 2022). Interestingly, some
studies specifically used the probing paradigm to
analyze to what extent Transformers have access to
construction knowledge (Weissweiler et al., 2023;
Pannitto and Herbelot, 2023), and there is a general
agreement that they have some knowledge about
the formal/syntactic aspects of constructions (Mad-
abushi et al., 2020; Weissweiler et al., 2022). In
contrast, the evidence about the encoding of mean-
ing aspects is mixed, depending on the specific
constructions and the type of semantic knowledge
being probed (Li et al., 2022; Weissweiler et al.,
2022). This literature primarily focused on ana-
lyzing idioms and constructions at the level of the
Transformer representations.

To our knowledge, there have been no attempts
yet to model the effects of such linguistic expres-
sions on human sentence processing, for example,

in terms of reading times or eye-tracking fixations.
In computational psycholinguistics, it has become
common to use NLMs to extract word Surprisals
(Hale, 2001; Levy, 2008) and use such values to
model human behavioral patterns. For instance,
Transformer Surprisal has been shown to accu-
rately predict human reading times from naturalis-
tic reading experiments, outperforming the metrics
derived from architectures based on recurrent neu-
ral networks (Wilcox et al., 2020; Merkx and Frank,
2021). Evaluating computational models on sen-
tence processing data is, in our view, a necessary
complement to the construction probing tasks, as
it makes it possible to test the predictions against
the cognitively-plausible benchmark represented
by human behavior (Rambelli et al., 2019).

3 Experiment 1: Self-paced Reading
(SPR)

3.1 Stimuli and SPR Data
Stimuli consisted of 48 English verb-determiner-
noun phrases appearing in 3 experimental condi-
tions, namely as idiomatic expressions (ID, spill the
beans), high-frequency compositional phrases (HF,
spill the milk) and low-frequency compositional
phrases (LF, spill the rice). The three conditions
shared the same verb. First, we selected all verb-
determiner-noun expressions from two normative
datasets of American English idioms (Libben and
Titone, 2008; Bulkes and Tanner, 2017) and Kyria-
cou et al. (2020)’s study. To generate matched HF
and LF compositional phrases for each of the items,
we relied on the enTenTen18 corpus (Jakubíček
et al., 2013), a large part-of-speech parsed corpus
of English made up of texts collected from the
Internet (21.9 billion words). We employed the
sketchEngine2 tools (Kilgarriff et al., 2014) to run
our queries. We verified that the HF expression had
a comparable log frequency with the corresponding
idiom and that the noun-verb association score was
similar or larger than the association score in the
idiomatic phrase, relying on the LogDice score im-
plemented in SketchEngine (Rychlý, 2008). More-
over, we matched the nouns in all three conditions
for log-transformed frequency and character word
length. We discarded the idioms for whom find-
ing an appropriate matched HF was impossible.
Finally, we ran an Idiom Familiarity survey to ex-
clude unfamiliar idioms, and a Typical Objects Pro-
duction study, to verify that the noun in the low-

2http://www.sketchengine.eu
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Cond. Context Precritical region - Critical region - Postcritical region

ID Finn changed his life
after his father’s death. All of a sudden he kicked the habit and stopped smoking cigarettes.

HF It was the first match for Finn. All of a sudden he kicked the ball into the net and won the match.

LF That day, Finn had completely
lost his temper. All of a sudden he kicked the sister of his best friend in the head.

Table 1: Example of the stimuli for the self-paced reading experiment.

frequent Condition was not in the list. We collected
online judgments from 57 and 74 North American
subjects, respectively. Idioms receiving a famil-
iarity score lower than 4 were left out. The final
selection led to 48 triplets consisting of a highly fa-
miliar idiom and matched frequent and infrequent
compositional bigrams.

From the bigram list, we built the experimental
stimuli. Specifically, a stimulus consisted of a sen-
tence containing a contextual preamble displayed
as a whole and a sentence containing the target
phrase3 presented word-by-word using the moving-
window SPR paradigm (see Table 1). Stimuli were
split into three counterbalanced lists such that only
one condition of the triple was in a list4, and they
were randomized for each participant. The experi-
ment was delivered remotely, and participants were
recruited using Prolific [2021].5 We collected re-
sponses from 90 subjects from the United States
and Canada, all self-reported L1 speakers of En-
glish aged between 18 and 50. We considered the
reading times (henceforth RTs) on the object noun,
that is, the last word of the target bigram. We re-
moved responses of less than 100 ms (Jegerski,
2013) as well as reading times that were 2.5 stan-
dard deviations above each condition’s mean, re-
sulting in 7.3% data loss. Then, we ran a linear
mixed model in R (v. 3.6.3) with the lme4 package
(Bates et al., 2015). We included log-transformed
RTs as the dependent variable, while the condi-
tion, the noun length, the verb frequency (log-
transformed), and the trial number were entered
in the models as fixed effects. Finally, the Subject
and Item were treated as random effects. Signifi-
cance was computed using the lmerTest package
(Kuznetsova et al., 2017), which applies Satterth-
waite’s method to estimate degrees of freedom and
generates p-values for mixed models.

3Context and target sentences were manually created by
the authors and validated by an English teacher.

4It is a common methodology in psycholinguistics to pre-
vent possible priming effects.

5www.prolific.co

Figure 1: SPR procedure. 1) A context sentence appears
in the center of the screen; the participant goes to the
next sentence by pressing the space key. 2) The target
text is displayed as a series of dashes on the screen, each
dash representing a character. The first word appears
when the participant presses the space key, replacing the
corresponding dashes. Each button presses cause the
previous words to be overridden again by dashes during
the current word surface.

3.2 Results
The difference in RTs between ID and HF turned
out to be not statistically significant (β= .002594,
t = .191, p = .85 ), while it was significantly dif-
ferent between ID and LF (β = .02982, t = 2.190,
p = .0299∗). When mapping the HF condition to
the intercept, there was still a statistically signif-
icant difference between HF and LF (β = .0272,
t = 2.007, p = .0466∗). To be consistent with
common practices in the psycholinguistic literature,
we included the trial number as a fixed effect: as
expected, RTs at the end of the experiment tended
to be shorter than at the beginning.

Analyses revealed no significant differences
in reading times between idioms with a non-
compositional meaning and high-frequency com-
positional phrases; there was facilitation in both
conditions, compared to low-frequency composi-
tional phrases. Although reading times do not allow
to draw conclusions on how these phrases are rep-
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Figure 2: RTs distribution across the conditions.

resented at the brain level, the collected evidence
seems in line with the claims of usage-based con-
structionist models (Goldberg, 2006; Wulff, 2008;
Bybee, 2010). Accordingly, frequency of exposure
determines the degree of lexical entrenchment of
non-compositional and compositional structures
alike; thus, even highly frequent compositional
structures can end up being represented as wholes
in the lexicon without being necessarily composed
piecemeal during online processing.

Since our results reveal comparable processing
times between HF and ID phrases and there is con-
sistent evidence that idioms are at least to some
extent retrieved directly from memory during pro-
cessing, we can hypothesize a similar processing
strategy to be at play for both. Another explanation
is that since ID and HF phrases are frequently en-
countered by speakers, they are read faster because
the processing system relies on analogical similari-
ties with a high number of stored exemplars (Am-
bridge, 2020; Rambelli et al., 2022). Finally, RTs
for infrequent phrases were significantly slower,
even if the edge on ID and HF was relatively small:
we presume that the information introduced in con-
text sentences plays a role in reducing the effort to
interpret less predictable expressions.

4 Experiment 2: Modeling Reading Times
with Neural Language Models (NLMs)

4.1 NLM Architectures

To investigate which NLM architecture explains
SPR data, we chose Transformers and recurrent
networks (RNN), which are traditionally ascribed
as a cognitively plausible model of human sentence
processing (Elman, 1990). RNNs are inherently se-
quential: a token’s representation depends on the
previous hidden state to form a new hidden state. In
contrast, Transformers have a self-attention layer

allowing to ‘attend’ to parts of previous input di-
rectly (Vaswani et al., 2017).

Among the Transformers, we tested both autore-
gressive models (i.e., GPT), where the probabil-
ity of the target word is computed based on the
left context, and bidirectional models (like BERT
(Devlin et al., 2019)) that instead predict a word
looking at both the left and right context. GPT2
(Radford et al., 2019) is a unidirectional Trans-
former LM pre-trained on WebText for a total of
8 million documents of data (40 GB) and has a
vocabulary size of 50.257. We employed all four
versions of GPT-2 (small/medium/large/xl) for our
experiments to test if the model size has an im-
pact on the results (parameters are reported in Ap-
pendix A). Unlike GPT2, BERT (Devlin et al.,
2019) was the first to adopt the bidirectional train-
ing of Transformer for a language modeling task.
It is trained both on a masked language modeling
task (i.e., the model attempts to predict a masked
token based on the surrounding context) and on a
next sentence prediction task, as the model receives
sentence pairs in input and has to predict whether
the second sentence is subsequent to the first one
in the training data. BERT has been trained on
a concatenation of the BookCorpus and the En-
glish Wikipedia for a total of around3300M tokens.
We used the bert-base-uncased pre-trained ver-
sion in our experiments. In addition, we selected
the Text-To-Text Transfer Transformer (T5) (Raf-
fel et al., 2020), an encoder-decoder model pre-
trained on a multi-task mixture of unsupervised
and supervised tasks and for which each task is con-
verted into a text-to-text format. We experimented
with the T5-base model (220 million parameters),
trained on a 7 TB dataset. All models were loaded
through minicons (Misra, 2022),6 a Python library
facilitating the probability computations with the
LMs that are accessible through the transformers
package by HuggingFace.

Moreover, we compared Transformers with two
kinds of recurrent networks as a baseline. TinyL-
STM is a two-layer LSTM recurrent neural net-
work trained with a next-word prediction on the
Wikitext-2 dataset, a collection of over 100 million
tokens (Stephen et al., 2017). GRNN is the best-
performing model described in the supplementary
materials of Gulordava et al. (2018). It was trained
on 90 million tokens of English Wikipedia with two
hidden layers of 650 hidden units. Both models

6https://github.com/kanishkamisra/minicons
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IDmedian HFmedian LFmedian ID-HF ID-LF HF-LF
GPT2-small 5.36 (IQR 4.82) 6.43 (IQR 3.57) 12.7 (IQR 5.19) ns *** ***
GPT2-medium 4.59 (IQR 4.60) 6.66 (IQR 5.58) 12.2 (IQR 4.61) * *** ***
GPT2-large 3.96 (IQR 4.90) 6.71 (IQR 5.93) 12.4 (IQR 4.64) * *** ***
GPT2-xl 2.41 (IQR 3.98) 4.46 (IQR 3.00) 8.00 (IQR 4.05) * *** ***
BERT-base-uncased 21.6 (IQR 4.68) 20.1 (IQR 7.12) 21.5 (IQR 4.7) ns ns ns
T5-base 18.5 (IQR 4.32) 17.1 (IQR 5.17) 20.1 (IQR 6.5) ns ns **
TinyLSTM 11.8 (IQR 2.98) 11.7 (IQR 5.28) 14.1 (IQR 3.69) ns *** **
GRNN 12.0 (IQR 5.23) 9.60 (IQR 4.02) 14.2 (IQR 4.74) * *** ***

Table 2: Comparison of Surprisal scores using Wilcoxon Signed-Rank Test (with Bonferroni’s correction). *p= <
.05, **p= < .01, and ***=p < .001.

were queried with the Language Model Zoo,7 an
open-source repository of state-of-the-art language
models, designed to support black-box access to
model predictions (Gauthier et al., 2020).

4.2 Methodology

Reading times are a common way to identify read-
ers’ facilitation effects in comprehension. For
NLMs, we measured the Surprisal of the next word,
which is notoriously an important predictor of read-
ing times in humans (Smith and Levy, 2013) and
has been largely used to test language models’ abil-
ities (cf. Section 2.2).

The Surprisal of a word w (Hale, 2001; Levy,
2008) is defined as the negative log probability of
the word conditioned on the sentence context

Surprisal(w) = −logP (w|context) (1)

where the context can be words on the left (for au-
toregressive models) or words both on the left and
on the right of the target w. We passed the stim-
uli sentences presented in the previous experiment
to all selected NLMs and computed the Surprisal
of the object noun in each experimental condition.
The Surprisal score should reveal how easy it is
to process a target word: the lower the score, the
higher the facilitation effect. For out-of-vocabulary
words, we computed the sum of the Surprisals of
the subtokens.

4.3 Results of Surprisal Analyses

Table 2 summarizes the difference among con-
ditions for each model. We compared the Sur-
prisal distribution in the three conditions by relying
on the non-parametric Wilcoxon signed rank test
with the Bonferroni correction. We applied the
wilcoxon_test function from the rstatix pack-
age in R language. The Wilcoxon test shows a
statistical difference between the Surprisals of ID

7https://github.com/cpllab/lm-zoo

and HF conditions (p < .05), differently than in
human reading times. Specifically, all the GPT2
models, with the exception of the ‘small’ version,
produce lower scores for ID condition than for HF.
This outcome seems to indicate that the idiomatic
expression is more expected by the model, even if
we controlled the stimuli to have a similar bigram
frequency and verb-noun association. Surprisingly,
the other Transformer model shows an opposite
trend: BERT-base-uncased and T5-base have an
average Surprisal of HF lower than those for ID
condition, and there is no significant difference not
only between ID and HF conditions but also be-
tween ID and LF. This outcome, confirmed by the
boxplot visualization (Figure 3), reveals that bidi-
rectional models are not sensitive to the difference
among the three conditions. Moreover, the scores
are consistently higher than GPT2 models, indicat-
ing that all the expressions are quite unexpected by
the two Transformer architectures.

Considering recurrent networks, GRNN per-
forms similarly to the (larger) T5-base model: the
average Surprisal of HF is lower than those for ID
condition. However, in this case, HF scores are
significantly lower than ID. We could infer that this
recurrent neural network prefers the frequent com-
positional competition, while it is more surprised
by the same frequent but figurative expression.

There are only two models whose Surprisals are
comparable to human RTs: GPT2-small and tinyL-
STM. The fact that the smaller GPT2 model resem-
bles human performance is interesting and might
be further evidence of the inverse scaling that has
been observed in LMs for several natural language
phenomena; that is, the more the model size grows,
the less human-like its behavior is (Wei et al., 2022;
Michaelov and Bergen, 2022b; Oh and Schuler,
2022; Jang et al., 2023). Oh and Schuler (2022)
suggested that this behavior can be explained by
the fact that larger LMs have seen many more word
sequences than humans; as model size grows, the
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predictions tend to be more and more accurate for
open class words, to the point of underestimating
their reading time delays.

We found no statistical correlation between the
human RTs with the NLMs’ Surprisals, as it is
evident from the scatterplots in Figure 5 (analyses
were conducted using the Spearman’s correlation).

4.4 The Role of Context

The results of the SPR experiment revealed that,
while there is a significant difference between
ID/HF conditions and infrequent phrases, the ad-
vantage is relatively small (in milliseconds). A
plausible explanation is that the preceding context
has a priming effect on the noun interpretation in
the target sentence, regardless of the condition. As
an additional investigation, we re-run all models
but fed them only with the target sentence without
the contextual sentence. A two-way ANOVA was
performed to analyze the effect of Condition and
Context on Surprisal scores for all models. For a
visual comparison, we plotted the Surprisal distri-
bution obtained both with and without the context
sentence (Figure 3). This analysis reveals that re-
current neural networks (tinyLSTM and GRNN)
and bidirectional models (BERT and T5) produce
the same Surprisal with or without the context
sentence. Two-way ANOVA revealed no statisti-
cally significant interaction between the effects of
Condition and Context (BERT: F = .001, p = .97;
T5: F = .016, p = .899; tinyLSTM: F = .343,
p = .559; GRNN: F = .014, p = .905). Simple
main effects analysis showed that Context did not
have a statistically significant effect, while Con-
dition did have a statistically significant effect on
Surprisal scores (p < .001). This outcome suggests
that, for all these models, word prediction is highly
localized, and the preceding context has little or
no priming effect on the expectation of the next
word. This evidence could also explain BERT and
T5-base performances: a word’s expectancy is not
affected by the preceding context, thus the model
is highly surprised by all words, regardless of verb
associations (frequent or infrequent bigram) and ex-
pression type (idiomatic or literal). However, this
observation should be further verified with more
targeted experiments.

Contrarily, we observe the expected trend for all
GPT2 models: Surprisal scores decrease, giv-
ing a context sentence before the stimuli. The
two-way ANOVA revealed that there was not a

Figure 3: Surprisal distributions per conditions for
GPT2 models, with (right) and without (left) the con-
text sentence. The comparison of boxplots reveals that
Surprisal scores decrease by giving a context sentence
before the stimuli.
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Figure 4: Surprisal distributions per conditions for
BERT-base-uncased, T5-base, tinyLSTM, and GRNN,
with and without the context sentence. The comparison
of boxplots reveals that Surprisal scores are the same
regardless the context.

statistically significant interaction between Con-
text and Condition for all variants, with the excep-
tion of GPT2-xl (GPT2: F = .014, p = .905;
GPT2-medium: F = .883, p = .348; GPT2-large:
F = 1.351, p = .246; GPT2-xl: F = 106.49,
p < .001∗∗∗). However, Context as a simple main
effect does have a statistically significant effect in
all models (GPT2: F = 9.559, p = .002∗∗; GPT2-
medium: F = 14.686, p < .001 ∗ ∗∗; GPT2-large:
F = 15.398, p < .001 ∗ ∗∗; GPT2-xl: F = 8.31,
p = .004 ∗ ∗). What is important to notice, how-
ever, is that the differences among the conditions
are kept constant. Accordingly, GPT2 models show
LF condition is less expected than the other two,
and Surprisal values for idioms and high-frequent
expressions are similar independently of the con-
text. This outcome is important because it tells
us that, even if the context has a facilitatory effect
on LMs’ processing, it is not the main cause for
Surprisal scores.

5 Discussion

This study is part of a broad research about how
people access meaning during language processing
and to what extent NLMs replicate human behav-
ior. In our view, comparing idioms to frequent
literal expressions may provide novel insights into
the influence of phrase frequency on language pro-
cessing and the integration of compositional and
noncompositional mechanisms.

In the SPR experiment, we found that people
read idioms and frequent compositional units at
comparable speeds. The results of this study re-
quire further investigation. For instance, we could
analyze the influence of context on comprehen-
sion by collecting reading times of the stimuli pre-
sented without the contextual sentence; as well, we
could present the same stimuli in an eye-tracking
paradigm to record more fine-grained measures
than mere reading time. Secondly, instead of rely-
ing only on corpus frequencies, we could explore
the relationship between reading times and other
ratings, such as cloze probability, plausibility, or
meaningfulness (Jolsvai et al., 2020). Moreover,
we restricted this study to N-det-V pattern, but we
are planning to apply the experiment to other types
of multiword expressions. Finally, we are planning
to extend this investigation to other languages to
assess the cross-linguistic validity of our findings.

The experimental evidence provided by the com-
putational experiment confirms our behavioral find-

94



Figure 5: Scatterplot showing the relationship between Surprisal scores (x-axis) and RTs (y-axis).

ings: both idiomatic and frequent expressions are
highly expected by GPT2 models. Interestingly, the
models that mirrored more closely human reading
patterns are the smallest ones, in agreement with
the findings recently reported by the literature on
inverse scaling in NLMs. Future research includes
replicating this study with other architectures, in-
cluding the successor of GPT2, namely GPT3.

A compelling behavior of NLMs regards the
role of context: it seems to affect little or not at
all the Surprisal scores. This evidence suggests
that the Surprisal of a word depends more on the
ease of access to a word in the vocabulary than on
the semantic integration with previous words. In
other words, frequent expressions might be ‘mem-
orized’ and easily retrieved, and context words do
not show relevant priming effects. We plan to in-
vestigate this outcome in future experiments and
verify how humans react without the contextual sen-
tence. Besides, we can conclude that the converg-
ing evidence from humans and LMs suggests that
multiword expressions, both idiomatic and compo-
sitional ones, are processed more holistically than
compositionally.

Our experiment opens up to many possibilities
for further analyses and refinements. For exam-
ple, considering the behavioral experiment, a pecu-
liarity of our design is that the point at which an
idiom becomes recognizable is located at the end
of the target phrase. Even if reading times on this
specific word gives us insight into the facilitation
access to construction meaning, the cognitive ef-
fort in processing that word is not limited to the
word itself but could emerge in the subsequent text

(spillover effect; Rayner and Duffy (1986); Reichle
et al. (2003)). Considering the computational exper-
iment, we just analyzed the probability output of a
target word through the Surprisal scores, but in the
future, it would be useful to adopt interpretability
techniques to get more insights on the hidden rep-
resentations of the NLMs (Yin and Neubig, 2022;
Belrose et al., 2023).

We hope that our findings can contribute to the
existing research in multiword expression process-
ing, paving the way for forthcoming studies on how
the compositional and noncompositional mecha-
nisms alternate during interpretation.

Limitations

An obvious limitation is that our analysis was lim-
ited to English, and we hope to replicate the same
experimental design for other languages in the fu-
ture. Moreover, we limited ourselves to just one
type of construction (verb phrases).
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Appendix

A GPT2 parameters

layers hidden
states heads parameters

GPT2 12 768 12 110M
GPT2-medium 24 1024 16 345M
GPT2-large 36 1280 20 774M
GPT2-xl 48 1600 25 1558M

Table 3: Details of GPT2 model parameters.
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