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Abstract
Meeting the expectations of e-commerce customers involves offering a seamless online shop-
ping experience in their preferred language. To achieve this, modern e-commerce platforms
rely on machine translation systems to provide multilingual product information on a large
scale. However, maintaining high-quality machine translation that can keep up with the ever-
expanding volume of product data remains an open challenge for industrial machine translation
systems. In this context, topical clustering emerges as a valuable approach, leveraging latent
signals and interpretable textual patterns to potentially enhance translation quality and facil-
itate industry-scale translation data discovery. This paper proposes two innovative methods:
topic-based data selection and topic-signal augmentation, both utilizing latent topic clusters to
improve the quality of machine translation in e-commerce. Furthermore, we present a data
discovery workflow that utilizes topic clusters to effectively manage the growing multilingual
product catalogs, addressing the challenges posed by their expansion.

Keywords: product information translation, topic signal augmentation, topic-based data
selection, textual pattern extraction, topical clustering, data discovery

1 Introduction

With the advent of localized e-commerce sites, customers can now shop in their preferred lan-
guage. Modern e-commerce platforms provide multi-lingual product discovery (Rücklé et al.,
2019; Nie, 2010; Saleh and Pecina, 2020; Bi et al., 2020; Jiang et al., 2020; Lowndes and
Vasudevan, 2021) with machine translated product information, titles, descriptions, and bullet
points (Way, 2013; Guha and Heger, 2014; Zhou et al., 2018; Wang et al., 2021).

As e-commerce product catalogs continue to expand, the task of maintaining up-to-date
machine translation systems poses significant challenges. When the vast amount of product
information is sourced from various sellers or suppliers, each can present the data differently.
Consequently, this can lead to inconsistencies in the source data and, in turn, translation in-
accuracies. Validating such a substantial volume of data for MT training at scale becomes
increasingly difficult and time-consuming, demanding significant resources for manual review
and error correction to guarantee the accurate interpretation of product information.

From data usage perspective, topic words extracted from the latent topic clusters in the
training data can be mapped to topics that can help with word sense disambiguation and improve
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overall performance of MT. Therefore, in this study, we propose two approaches to leverage la-
tent topical clusters to improve machine translation quality: (i) topic-based data selection and
(ii) topic-signal augmentation. Both approaches use Dirichlet Mixture Model (DMM) (Nigam
et al., 2000) with Collapsed Gibbs Sampling (CoGS) (Yin and Wang, 2014) to cluster large vol-
umes of data efficiently, and the number of the clusters can be inferred automatically. The
topic-based data selection approach first distinguishes between clusters of clean desirable data
and those of noisy undesirable data based on the inspection of textual patterns, then selects
training data from the desirable clusters for MT training. The topic-signal augmentation ap-
proach extends training data with extracted latent topic words prefixed to the source input and
augments MT training with additional contextual information. Additionally, we propose a data
discovery workflow to cluster training data and generates cluster summary and data visualiza-
tion to uncover the latent topics and textual patterns, it can also identify new noisy data patterns
so that strategies can be devised to prevent the occurrence of such data in the future.

2 Related Work

Previous studies have successfully used topic models to improve statistical machine translation
(Eidelman et al., 2012; Hu et al., 2013; Xiong et al., 2015; Mathur et al., 2015) and neural
machine translation (Zhang et al., 2016; Chen et al., 2019). Mathur et al. (2015) integrates topic
models as feature functions in the phrase-tables to improve statistical machine translation for
e-commerce domain adaption. Zhang et al. (2016) presents an approach using topic models to
increase the likelihood of word selection from the same topic as the source context. Instead
of explicitly affecting the parameters or vocabulary selection, in this paper, we utilize a topical
cluster model for data selection, and context augmentation implicitly adapting the MT model to
the latent topic information.

3 Topical clustering

We use Dirichlet Multinomial Mixture (DMM) (Nigam et al., 2000) and Collapsed Gibbs Sam-
pling (CoGS) (Yin and Wang, 2014) for topical clustering. DMM and CoGS are efficient clus-
tering algorithms capitalizing on symbolic text representation, making them ideal to cluster in-
dustry scale e-commerce data based on textual patterns. Moreover, the number of topic clusters
is automatically inferred to adequately capture both frequent and rare textual patterns.

We use the DMM model to label each document (input text) with one topic tag. DMM
is a probabilistic generative model for documents and embodies two assumptions about the
generative process: first, the documents are generated by a mixture model; second, there is one-
to-one correspondence between mixture components and clusters. When generating document
d, DMM first selects a mixture component (topic cluster) k according to the mixture weights
(weights of clusters) P (z = k). Then document d is generated by the selected mixture compo-
nent (cluster) from distribution P (d|z = k). We can characterize the likelihood of document d
with the sum of the total probability over all mixture components:

P (d) =

K∑
k=1

P (d|z = k)P (z = k) (1)

where, K is the number of mixture components (topic clusters). DMM assumes that each
mixture component (topic cluster) is a multinomial distribution over words and each mixture
component (topic cluster) has a Dirichlet distribution prior:

P (w|z = k) = P (w|z = k,Φ) = ϕk,w (2)

P (z = k) = P (z = k|Θ) = θk (3)
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where1
V∑
w
ϕw,k = 1 and P (Φ|β) = Dir(θ|β) and

K∑
k

θk = 1 and P (Θ|α) = Dir(θ|α).

The collapsed Gibbs sampling is used to estimate DMM parameters, documents are ran-
domly assigned to K clusters initially and the following information is recorded:

z is the cluster labels of each document
mz is number of documents in each cluster z
nw
z is the number of occurrences of word w in each cluster z

Nd is the number of words in document d
Nw

d is the number of occurrence of word w in the document d

The documents are traversed for a number of iterations. In each iteration, each document
is reassigned to a cluster according to the conditional distribution of P (Zd = z|z¬d, d), ¬d
means d is not contained:

P (Zd = z|z¬d, d) ∝
mz,¬d + α

D − 1 +Kα

∏
w∈d

Nw
d∏

j=1

(nw
z,¬d + β + j − 1)

Nd∏
i=1

(nz,¬d + V β + i− 1)

(4)

where, hyper-parameter α controls the popularity of the clusters, hyper-parameter β emphasizes
on the similar words between a document and clusters.

4 Topic-based data selection

As Figure 1 shown, the data selection approach first clusters large volume of the training data.
Empirically, larger clusters can capture the major topical and textual patterns so they are usually
the clean desirable data whereas the smaller clusters can capture smaller and rare textual patterns
so they are likely to be the noisy undesirable data. Additionally, we can also distinguish between
desirable and undesirable data based on the data inspection of the clusters, we will further
discuss the data discovery and inspection process in section 8. Finally, only clusters of desirable
data are chosen for training to improve MT. Data providers are also informed of the undesirable
data patterns for future data quality control.

Figure 1: Choosing desirable data for MT training

5 Topic-signal augmentation

Figure 2 presents the topic-signal augmentation approach. We first cluster the data, then extract
the most frequent top-k content words as the topic words for each cluster. Then, we choose the
1The weight of each mixture component (cluster) is sampled from a multinomial distribution which has a
Dirichlet prior
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larger clusters and prefix the source texts with the top-k topic words as topic signal as shown in
Figure 4, we choose larger clusters are usually have more clear and interpret-able topic words,
which can provide clear topic signals. Finally we extend the original training data with the
training data with topic signal before training the MT model in Figure 3.

Figure 2: Topic signal approach to improve MT for product information

Figure 3: Use training data extended with topic words to further augment the MT training

Figure 4: Extend the source text of the training data with top-k (k=6) topic words as topic signal

6 Experiment Setup

We experiment on four language pairs, English-Chinese (ENUS-ZHCN), English-Arabic
(ENUS-ARAE), English-German (ENGB-DEDE), Spanish-English (ESES-ENGB). We train
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the models on a large volume of in-house generic training data and a subset of product-
information data (product titles, descriptions and bulletpoints) for domain adaptation. We use
the transformer-based architecture (Vaswani et al., 2017) with 20 encoder and 2 decoder layers
with the Sockeye MT toolkit (Domhan et al., 2020) to train a generic MT using generic data
and domain-specific data, then fine-tune the model on the domain-specific product information
data for domain adaptation. For each language pair, we have three test data sets for product
titles, descriptions and bulletpoints respectively. Each test data set has 2000 test segments and
evaluate the models using BLEU2 and chrF (Popović, 2015) to assess the translation quality.

For the topic clusters, the source text is lower-cased, tokenized and stemmed using NLTK
ToolKit (Bird et al., 2009), stemmed tokens with document frequency less than or equals to
2 are removed in the preprocessing steps. For all 4 language pairs, the initial upper-bound
number of topical clusters is set to 500 for ENUS-ZHCN and ENUS-ARAE, and 1000 for
ENGB-DEDE and ESES-ENGB. The number of the topic clusters is inferred automatically
during the collapsed Gibbs sampling process. The number of iterations is set to 30, and both
hyper-parameters α and β are set to 0.1. We create 2-D plots using Jensen-Shannon distance
(Fuglede and Topsoe, 2004) and multi-dimensional scaling technique (Borg and Groenen, 2005)
with LDAvis (Sievert and Shirley, 2014) to easily visualize the size and relations of the topic
clusters returned from the algorithm, and to inspect the topic words extracted from the clusters.

7 Experiment Results

7.1 Results: clustering results for four language pairs

Num of
total

clusters

Num of
major

clusters

Num of
minor

clusters

% of data from
the minor clusters

Major
cluster

threshold
ENUS-ZHCN 329 194 135 0.07% 50
ENUS-ARAE 374 110 264 1.32% 1000
ENGB-DEDE 536 117 419 0.09% 1000
ESES-ENGB 546 139 407 0.09% 1000

Table 1: Statistics of the Resulting Topic Clusters

Table 1 shows the statistics of the resulting clusters for each language pair. The number of
the total clusters is automatically inferred by the algorithm. Each segments in the training data
is assigned cluster IDs, and data selection uses a surprisingly simple heuristic-based human
inspection of the data clusters.

We distinguish between major and minor clusters by the number of segments assigned
to each cluster. For example, ENUS-ARAE clusters that contain more than 1000 segments
are considered as major and selected as the training data for the model training; 1.32% of the
training data with less than 1000 segments per cluster were dropped from the training data after
the selection process. To yield a similar size data to the other three language pairs, we lower the
major cluster threshold to 50 for the ENUS-ZHCN. The other language pairs have their major
cluster threshold set at 1000. By removing minor clusters, 0.07%-1.32% data from the training
data are removed.

Based on our inspection, we observe that the major clusters contain mostly the desirable
data that captures the e-commerce themes, and the top-k words in the major clusters are in-
tuitively good topic signals to improve machine translation. Meanwhile, we observe that the
minor clusters capture undesirable various textual patterns that include noisy data. Therefore,

2SacreBLEU version 2.0.0 (Post, 2018)
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we select only the data from the major clusters for our experiments. Section 8 will discuss
further details on the data inspection process with an analysis for ENUS-ARAE translations.

7.2 Experiment Results: Improving MT with Topic Signals Augmentation and
Topic-based Data Selection

As the described in Section 5, we extract the top-6 most frequent content words3 from the major
topic clusters and extend the source text to augment the original domain specific data to train
the model. We refer to the models trained with augmented topic words as Model Topi6,
and the models trained with the selected data from the major cluster as Model Cluney. We
compare both Model Topi6 and Model Cluney against the baseline models trained with
the full in-domain dataset.

Models Model Cluney Model TOPI-6
Domain BLEU chrF BLEU chrF

ENUS-ZHCN
Title +1.40% +2.87% +1.77% +3.56%
Description +0.58% +1.63% +2.85% +4.12%
Bulletpoints +0.38% +0.69% +1.76% +1.96%

ENUS-ARAE
Title +7.20% +2.79% +3.03% +0.09%
Description +1.45% +0.87% +2.14% +0.32%
Bulletpoints +0.57% +0.41% +0.14% 0.00

ENGB-DEDE
Title -0.11% +1.23% +1.70% +0.55%
Description -0.43% -0.17% +0.80% +0.46%
Bulletpoints +0.08% +0.11% +1.48% +0.72%

ESES-ENGB
Title +1.41% +0.31% +0.69% +0.28%
Description -0.98% -0.50% +0.18% -0.16%
Bulletpoints -0.58% -0.31% +0.51% +0.04%

Table 2: Model Cluney and Model TOPI-6 Quality Improvement % over the Baseline Models

Table 2 presents the improved machine translation quality of the Cluney and Topi6
model across language pairs and product information types. The Topi6 model for ENUS-
ZHCN reported the best improvements against the baseline with +2.85% BLEU and +4.12%
chrF for description while the best Cluney improvements come from ENUS-ARAE with
+7.20% BLEU and +2.79% chrF. The ESES-ENGB and ENGB-DEDE models have less im-
provement compared to the ENUS-ZHCN and ENUS-ARAE. It is possible that language pairs
with similar source and target languages benefit less from the Topi6 approaches.

Source 100 GSM Comforter, Quality California Queen 400 Thread Count,
100% Egyptian Cotton

Baseline MT 100 GSM棉被,加州女王 400支,100%埃及棉
Topi6 MT 100 GSM棉被,加州大号双人床 400支,100%埃及棉

Source Foot Fashion Lace Women’s Dress Shoes, Platform, High Heel,
Peep Toe (7.5, Rose Red)

Baseline MT Charm Foot尚蕾女式正装鞋,高跟,露趾(7.5,玫瑰)
Topi6 MT Charm Foot尚蕾女式正装鞋,防水台,高跟鞋,露趾(7.5,玫瑰)

Table 3: Translation examples with improved word sense disambiguation

3k = 6 is chosen arbitrarily for this study, we will further investigate the impact of the span of the topic
signal on the MT improvement in future work.
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Anecdotally, we also observe some word sense disambiguation improvement in the transla-
tion especially in language pairs which the source and target languages are much different such
as ENUS-ZHCN. Table 3 shows two translation examples of improved lexical disambiguation.
In the first example, the word queen can refer to both a person and size semantically. In this
case, it refers to the size of the comforter. The baseline MT incorrectly translates the queen to
the person (女王) whereas the Topi6 MT successfully translates it to the size (大号双人床).
In the second example, the word platform has a specific term in Mandarin when it refers to the
platform of women’s high-heel shoes. The baseline model conveniently ommits the translation
for platform whereas Topi6 model translates it into the correct terminology防水台.

8 Data discovery workflow and cluster inspection

Figure 5: Data topic clustering workflow

Figure 6: Left: Topic cluster summary for manual inspection. Right: 2-D plot for cluster
visualization

Data quality management at scale for industry machine translation systems for an ever-
expanding e-commerce product catalog is an open challenge. In this section, we describe a
data discover workflow that clusters large volumes of data to allow human-computer interactive
data inspection based on latent topic textual patterns. The process first cluster the texts into
child clusters then optionally a second-stage clustering to create parent clusters as shown in
Figure 6 on the left. Every cluster contains the segment IDs that fall within the cluster and a list
of topic words that represent the textual patterns of the cluster.

This is particularly useful when acquiring training data from multiple sources on a regular
basis or working with new language pairs, where unforeseen patterns may exist in the data. For
each child cluster, we label its size with a color-coded square, where red is for large clusters
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(e.g., ≥ 1K data points) and yellow is for smaller clusters. We sample a few sentences from
each child cluster for manual inspection, along with the top-K most frequent content words to
indicate the thematic information of the cluster. If child clusters are further clustered into parent
clusters, we group them into a green square-labeled group cluster. We also generate 2-D data
visualization with projected child clusters to understand the relations of clusters as Figure 6 on
the right. These 2-D data plot can be generated using Jensen-Shannon distance (Fuglede and
Topsoe, 2004) and multi-dimensional scaling technique such as Principle Coordinate Analysis
(PCoA) (Borg and Groenen, 2005) .

We use ENUS-ARAE language pair to illustrate of our data inspection findings. For this
language pair, there are total of 374 child clusters and 155 parent clusters returned from the
data discovery workflow. Figure 7 displays the plots of all the 374 child clusters, where the size
of the child clusters in the plot corresponds to the number of segments labeled for the clusters.
Upon plotting all the 374 clusters, we observe a long tail of small clusters that deviated from
the major clusters.

To gain further insight into the latent patterns of each cluster, we generate a cluster sum-
mary with sample sentences and parent clusters. We observe there are 110 major clusters, each
containing >= 1000 segments. The topic words and sample sentences in the cluster summary
making it easy to infer the themes of these clusters. For instance, there are clusters having clear
themes such as beauty and toiletry products or author names in European languages.

Meanwhile, many smaller clusters indicate undesirable textual patterns. For instance, there
are clusters containing source texts in mixed English and Arabic, which also appears on the
target side. Some clusters comprise source texts entirely in Arabic, with only some of the data
appearing on the target side. There are also several clusters in which the source texts are in
other languages besides the target side. Some clusters exhibit different noise patterns, which
also appeared on the target side. Therefore, we use the major clusters in both experiments of
the proposed MT improvement approaches.

Figure 7: Data clusters of the English data (source text) from the ENUS-ARAE training Data
using PCoA. The plot on the left is the visualization of all 374 clusters. The plot in the middle
is for the top 110 clusters which size is >= 1K sentences. The plot on the right is for the top 64
clusters which size is >= 100 K sentences.
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9 Conclusion

In this paper, we propose topic-based data selection and topic-signal augmentation approaches
which leverage latent topic information to improve machine translation quality. Our experi-
ments show that topic-based data selection and topic-signal augmentation approaches work bet-
ter on source and target languages that are more dissimilar (ENUS-ARAE and ENUS-ZHCN)
than translations between similar languages (ENGB-DEDE and ESES-ENGB). Additionally,
the latent topic words and clusters creates a data discovery workflow that allows manual data
inspection and translation data quality control.
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