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Abstract

Recently, there has been a growing interest in pretraining models in the field of natural lan-
guage processing. As opposed to training models from scratch, pretrained models have been
shown to produce superior results in low-resource translation tasks. In this paper, we intro-
duced the use of pretrained seq2seq models for preordering and translation tasks. We utilized
manual word alignment data and mBERT-based generated word alignment data for training
preordering and compared the effectiveness of various types of mT5 and mBART models for
preordering. For the translation task, we chose mBART as our baseline model and evaluated
several input manners. Our approach was evaluated on the Asian Language Treebank dataset,
consisting of 20,000 parallel data in Japanese, English and Hindi, where Japanese is either on
the source or target side. We also used in-house 3,000 parallel data in Chinese and Japanese.
The results indicated that mT5-large trained with manual word alignment achieved a preorder-
ing performance exceeding 0.9 RIBES score on Ja-En and Ja-Zh pairs. Moreover, our proposed
approach significantly outperformed the baseline model in most translation directions of Ja-En,
Ja-Zh, and Ja-Hi pairs in at least one of BLEU/COMET scores.

1 Introduction

In recent years, there has been a growing body of research on sequence-to-sequence (seq2seq)
models that are based on pretraining (Xue et al., 2021; Liu et al., 2020; Lin et al., 2020). Since
the introduction of the Transformer architecture (Vaswani et al., 2017), the quality of machine
translation has greatly improved. However, when it comes to low-resource translation tasks, the
performance of this type of parameter randomization model often suffers due to the limited size
of available datasets (Sennrich and Zhang, 2019; Lee et al., 2022; Zhu et al., 2022).

To address this challenge, many researchers have proposed using unsupervised meth-
ods, such as mapping monolingual vector embeddings to a common cross-lingual embedding
space (Lin et al., 2020; Sen et al., 2019), or leveraging large-scale pretraining models that have
been successfully applied to various NLP tasks (Devlin et al., 2019; Brown et al., 2020).
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In this paper, we propose applying a pretrained seq2seq model for preordering and trans-
lation tasks. Specifically, we investigate different sizes of mTSs (Xue et al., 2021) and
mBART (Liu et al., 2020), in order to evaluate their performance on preordering when using
manual word alignment data. For the translation process, we choose mBART as our baseline
model, and we evaluate the translation results using both the original sequence and the gen-
erated preordering sequence as input. Our approach was evaluated on the Asian Language
Treebank dataset (Riza et al., 2016), consisting of 20,000 parallel data in Japanese, English and
Hindi, where Japanese is either on the source or target side. To compare the effects on different
datasets, we also used the in-house data which comprised 3,000 parallel data in Chinese and
Japanese. The results indicated that mT5-large trained with manual word alignment achieved
a preordering performance exceeding 0.9 when evaluated using the RIBES score on Ja-En and
Ja-Zh pairs. Moreover, our proposed approach significantly outperformed the baseline model
in most of the translation directions of language pairs of Ja-En, Ja-Zh, and Ja-Hi in terms of at
least one of the BLEU(Papineni et al., 2002) and COMET (wmt20-comet-da) (Rei et al., 2020)
scores.

2 Related Work

In recent years, researchers have conducted more and more studies on seq2seq models based on
pretraining. While learning the rules of sequence generation remains the most crucial feature of
these models, some studies have explored the application of preordering to training, resulting
in improved results. Kawara et al. (2018) discussed the importance of maintaining consistency
between input source word order and output target word order for improved translation accu-
racy in neural machine translation (NMT) models. Murthy et al. (2019) proposed a transfer
learning approach for NMT that trains the model on an assisting source-target language pair
and improves translation quality in extremely low-resource scenarios. However, both methods
rely on separately pretraining a translation model using a large-scale parallel corpus and handle
preordering based on the syntax tree. In contrast, Zhu et al. (2022) proposed a framework for
low-resource translation that focuses on preordering and highly accurate word alignment using
an SMT model. Their solution outperformed the Transformer model, but they did not explore
the use of large-scale pretrained seq2seq models.

Our work focused on low-resource translation tasks and utilizes large-scale pretrained mul-
tilingual models for fine-tuning the preordering and translation procedures.

3 Seq2seq Models

In general, seq2seq models take a sequence of tokens as input from the source sequence
S = s1,892,...,5, and produce a sequence of tokens as output for the target sequence
T = ti,ta,...,tm, where s;(¢ = 1,...,k) and t;(j = 1,...,m) represent the tokens in
the source and target sequences, respectively.

In terms of structure, seq2seq models consist of an encoder and a decoder (Hochreiter and
Schmidhuber, 1997). The encoder converts the input sequence into a high-dimensional vector
representation, while the decoder maps the high-dimensional vectors to the output dictionary
based on the encoder’s output. This framework has been applied to various tasks, including
machine summarization (Shi et al., 2021), question-answering systems (Yin et al., 2016), and
machine translation (Sutskever et al., 2014). Since seq2seq models can learn the rules governing
the input and output sequences, we aim to use them for preordering and translation.
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4 Seq2seq Models for Preordering

4.1 Preordering Process

While preordering is commonly utilized in statistical-based translation systems, it is also possi-
ble to implement preordering in seq2seq systems. The preordering procedure entails arranging
the tokens in a source sequence to those of the tokens in its target sequence before translation is
performed. An example of transferring a Japanese sentence is shown in Figure 1.

& Original source sequence === (1 b“

1 Pre-order

3 Preordered source sequence =

1 Translate

3 Target language sequence ==+

Figure 1: Transform the word order of the source Japanese language to the target English lan-
guage before translation.

Regarding the preordering procedure, we use mT5 (Xue et al., 2021) and mBART (Liu
et al., 2020), which are kinds of state-of-the-art seq2seq models. Both models have encoder-
decoder structures based on self-attention, with a minor variation in their pretraining tasks.

4.2 Reordered Training Data

As our preordering method is entirely based on the seq2seq model, it is necessary to construct
the required training data, which is produced by manual word alignment data.

Formally, word alignment can be defined as: given a sentence X = {x1,x2,..., %, } in
the source language and its corresponding parallel sentence Y = {y1, y2, ..., y» } in the target
language, the word alignment are set of pairs of source and target words using the following
equation:

Alignment = (< z;,y; > x; € X,y; €Y) (1)

The aligned pair of words x; and y; are semantically similar within the context of the sentence.

Having those word alignments, for the model input, we use the original source sequence.
On the output side, we simply ignore the NULL-aligned tokens, which were not aligned with
any tokens on the target side. For instance, the Japanese sentence ” FA (I) I& H\> (black) Jffi
(cat) A% 4 ¥ (like) ” can be easily preordered into the English order of ” £A (T) #f ¥ (like) >
(black) 4 (cat)” with the alignments of (FA-I), (FR\ > -black), (Jii-cat), and (§F X -like) based on
the word alignment. Therefore, we ignore ” I£” and ” %% in the preordered sequence because
they were not aligned to any tokens. After removing ” I&” and ” %% from the output side of
the preordered sequence, the training pair becomes ” FA (I) i& 2> (black) Jifi (cat) A% §f X
(like)” and ” KA (I) #F ¥ (like) SE\ > (black) % (cat)”. We use such training pairs to train order
transformation seq2seq neural networks.

We utilized two types of word alignment data to generate our training data. The first type is
based on manual word alignment data, while the second type is derived from the word alignment
data generated by mBERT (Devlin et al., 2019). To automatically extract word alignment from
parallel corpus data, we employed the AWESoME-align (Dou and Neubig, 2021), which is
capable of unsupervised fine-tuning by adjusting the embedding distribution of the output from
a multilingual BERT in order to achieve accurate word alignments. One significant advantage
of this approach is that it eliminates the need for manual word alignment data.

338



7 (3 UV I Y gFE ) Translation | ) | jike black cats,
T T

Original Source Sequence Target Sequence

hiFE B E T'a’:z:‘a::“ B | like black cats
e =V A,

Preordered Source Sequence

(3 BV DY IFE 88 A IFE BUVIE Translation i
| Y ) » Tt » I like black cats

Original Source Source

(a) The normal input type, which inputs the sequence to the model directly, in-
cluding the original input, preordered input, and concatenated input. A distinct
translation model will be trained for each of the original input, preordered input,
and concatenated input, resulting in a total of three translation models for the
normal input type. *Concat’ represents for ’Concatenated’

foril#h (A MW E B FE B yoncaton | ™ | like black cats
Source Tag | jore) 14 g7 0N 3 » Model =) |like black cats

[orizpre] # [ B\ I bY 17E W) )i FE RV E

Source-to- | [pre2tgt] h #7= B\ i 3 B | like black cats
Target Tag Translation i

foriztgt] Fh X BLOIE A 8FE B | Moger | B | like black cats

[concat2tgt] #h (& B\ I b 17 E && ‘

TFE B =) | like black cats

(b) The tagged input type, which places the unique tag before each input se-
quence, including source tag input and source-to-target tag input. A total of
two translation models will be trained for the tagged input type, where one
model is trained for each source tag input and source-to-target tag input.

Figure 2: Two input types of (a) Normal Input and (b) Tagged Input.

5 Seq2seq Model for Translation
5.1 Training Pattern

We utilize mBART as the primary translation model for the translation process. In order to
compare the results of several input variations, we experimented with various “training pat-
terns”, consisting of the normal input type and the tagged input type. Normal input type refers
to sequences directly fed into the model, including the original input, preordered input, and
concatenated input, as shown in Figure 2 (a). On the other hand, tagged input type includes a
sequence type tag at the beginning of each sequence, which includes the source tag input and
the source-to-target tag input as shown in Figure 2 (b).

For normal input type, we trained translation models using the original input, preordered
input, and concatenated input separately. In other words, we trained three models and tested the
translation accuracy of each pattern of input. Original input uses the original source language
sequence as input and outputs the target language sequence as shown in “original” of Figure 2
(a). We see this pattern of the input as the seq2seq translation baseline.

e Original input: Original source sequence = Target language sequence

In order to verify whether the utilization of preordering in isolation can result in an enhancement
of translation accuracy, we use the preordered source language sequence as input and output the
corresponding target language sequence as shown in “preorder” of Figure 2 (a).

e Preordered input: Preordered source sequence = Target language sequence
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In addition to this, we also attempted to use a concatenation approach by combining the se-
quences of the original and preorder together and splitting them using learnable symbols as
shown in “concat” of Figure 2 (a). This kind of input is intended to leverage the information
from both the original sequence and the preordered sequence.

e Concatenated input: Original source sequence && Preordered source sequence = Target
language sequence

For tagged input, we aim to verify whether the translation accuracy improves by increasing
the amount of training data. To achieve this, we differentiated the input types by mixing original,
preordered, and concatenated sequences, while each sequence is prefixed with a corresponding
tag to facilitate this process. For each of the source tag input and the source-to-target tag input,
a separate translation model is trained respectively. In other words, for the tagged input type,
a total of two models are trained. Source tag input uses both original and preordered source
language sequences as input but carries the sequence type tag at the head of the sequence (for
example, using [ori] and [pre] to represent the original sequence and preordered sequence) as
shown in “source tag” of Figure 2 (b). It stands to reason that the actual amount of training data
is twice the baseline due to the mixture of inputs from the original and preordered sequences.

e Source tag input: [ori] Original source sequence = Target language sequence

[pre] Preordered source sequence = Target language sequence

In addition to the previously mentioned training mode, we also experimented with a source-to-
target tag input to maximize the amount of training data using our method as shown in “source-
to-target tag” of Figure 2 (b). This training pattern combines four inputs: from original source
sequence to preordered source sequence, from original source sequence to target language se-
quence, from preordered source sequence to target language sequence, and from concatenated
sequence to target language sequence. To enable the model to distinguish between the types
of input and output corresponding sequences, we added tags [ori2pre], [pre2tgt], [ori2tgt], and
[concat2tgt] to each kind of sequences, respectively. The reason we tried this input method
is that, unlike the source tag input, which only outputs from the source language sequence to
the target language sequence, the process of learning preordering is added during the transla-
tion model training, allowing the model to more appropriately learn the rules for generation
from the source language sequence to the target language sequence. Note that the training data
of source-to-target tag input is fourth the baseline because we mixed four kinds of inputs and
outputs.

e Source-to-target tag input: [ori2pre] Original source sequence = Preordered source se-
quence

[ori2tgt] Original source sequence = Target language sequence
[pre2tgt] Preordered source sequence = Target language sequence

[concat2tgt] Original source sequence && Preordered source sequence = Target language
sequence

5.2 Test Pattern

In the generation stage, to each of the trained translation models described in the previous
section, we input test data comprised of corresponding input pattern, which is referred to as

]

“test pattern”’.

!The correspondence between the training and test patterns are shown in the columns of “Training Pattern”
and “Test Pattern” in Table 5.
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Since each training pattern of the normal input type has its own translation model trained
on its corresponding input data, we directly input the corresponding pattern of test data into the
model to obtain the translation results. For example, we input the test data of the test pattern of
the original input into the model, which is trained with the training pattern of the original input,
to obtain the translation results.

During the training of the translation models of the tagged input type, it can be considered
that we trained multiple models with different test patterns, inputs, which allows us to translate
inputs of multiple test patterns simultaneously during testing.

For the source tag input, we input both the original and preordered sequences with tags dur-
ing training, which enables us to evaluate the translation accuracy of the original or preordered
sequences separately when conducting translation evaluation on the test set. For example, we
add the [ori] tag before the original test data sequence, or the [pre] tag before the preordered
test data sequence, and input either of them into the model trained with the training pattern of
the source tag input to obtain the respective translation results.

For the source-to-target tag input, we simultaneously input the original, preordered, and
concatenated sequences with tags during training. Therefore, when evaluating the translation
accuracy of the test data, we can evaluate the translation accuracy of the original, preordered,
or concatenated sequences separately. For example, we add the [ori2tgt] tag before the original
test data sequence, the [pre2tgt] tag before the preordered test data sequence, or the [concat2tgt]
tag before concatenated test data sequence and input either of them into the model trained
with the training pattern of the source-to-target tag input to obtain the respective translation
results. Although we added the process of generating the preordered sequence from the original
sequence in the training process of source-to-target tag input, we did not add the accuracy of this
process in our paper as we focused solely on the translation results?. The preordered sequence
(which is evaluated through preordered input or concatenated input) used in testing source-to-
target tag input is generated by mT5 rather than mBART.

6 Experiments

6.1 Dataset

In our seq2seq experiments, we utilized ALT? Japanese-XX (English and Hindi) and in-house
Chinese-Japanese parallel datasets as our primary datasets. It is worth noting that in ALT, man-
ual word alignment data is not available for language pairs other than Ja-En, so we only conduct
manual word alignment on this pairs. The dataset was partitioned into training, validation, and
test sets. Each subset of the ALT dataset contains 18K, 1K, and 1K parallel sequence pairs
respectively, while the in-house dataset includes 2K, 0.5K, and 0.5K parallel sequence pairs.
The amount of training data for each training pattern is presented in Table 1.

6.2 Preordering Setting

We created training data for seq2seq preordering by manual word alignment as described in
Section 4.2. We compare preordering results using RIBES (Isozaki et al., 2010) between mT5-
small, mT5-base, mT5-large and mBART-large (mbart-large-50)*>. The preordered sequence

2We also evaluated the performance of preordering obtained through source-to-target tag input. However,
the precision obtained was not as high as that obtained through mT5-large.

‘https://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/

*All pretrained seq2seq models are downloaded from the public Huggingface library.

Each model was trained for 40,000 steps with a training batch size of 16 and a learning rate of 3e-
5. Additionally, we trained another mT5-large with a batch size of 32 because it achieved the best
preordering result with a batch size of 16. We also attempted to train mT5-large with a batch size of 64,
but the preordering result was lower than when training with a batch size of 32.

341



Training Datz
Input Type Training Pattern _faiming ata

Ja-XX Ja-Zh
Original 18K 2K
Normal Preorder 18K 2K
Concatenated 18K 2K
Source 36K 4K

Tagged
Source-to-target 72K 8K

Table 1: The number of training data for each training pattern. ‘XX’ represents for English and
Hindi.

Language Pairs Precision Recall F1
Ja-En 0.79 0.60 0.68
Ja-Zh 0.84 0.68 0.75

Table 2: Precision, Recall, and F1 scores of AWESoME-align compared with manual word
alignment in the language pairs of Ja-En and Ja-Zh.

was generated using the model with the maximum BLEU score against the validation set. The
preordering process was executed on the NVIDIA RTX A6000 with CUDA 11.3.

For AWESoME-align, which automatically extracts word alignments, we only use the
original parallel corpus to fine-tune due to its unsupervised nature. Furthermore, the parameters
are not shared between different language pairs, meaning we fine-tune each language pair with a
different instance of AWESoME-align. Regarding hyperparameters, we fine-tune each language
pair for 10 epochs with a batch size of 16 and a learning rate of 3e-5. The accuracy of word
alignments extracted by AWESoME-align has been presented in Table 2. In this table, manual
word alignment is considered as the reference. However, since manual word alignment data is
only available for Ja-En and Ja-Zh, we have reported the results only for those language pairs.

6.3 Translation Setting

We trained the mBART translation models using Fairseq®. Each model was trained for 40,000
steps with a maximum input length of 1,024 and a learning rate of 3e-5, which were the same
as those used for the preordering process. We selected the model with the minimum label-
smoothed cross-entropy loss during the generation stage on the validation set to generate the tar-
get translation. We used the preordered sequences generated by mT5-large, which was trained
with a batch size of 32, as inputs for the mBART models. The translation process was executed
on the NVIDIA RTX TITAN with CUDA 10.3.

7 Results

7.1 Preordering Performance

The RIBES columns in Table 3 display the comparison of RIBES scores for different seq2seq
models to generate the preordered sequence. The results demonstrate that the RIBES score for
mT5-large models trained with manual word alignment exceeds 0.9, regardless of the batch
size used during training (i.e., 16 or 32). Table 4 reports the comparison of RIBES scores for
transferring the original source sequence to the preordered source sequence using mT5-large
when trained with manual word alignment or generated word alignment. Under our experi-
mental conditions, the unigram precision is not equal to a hundred as the generated preordered
sequence tends to include more tokens than the reference preordered sequence. It is obvious

®https://github.com/facebookresearch/fairseq
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Preordering # Parameters Training BLEU RIBES
Model Batch Size Ja=En En=-Ja Ja=En En=Ja
Oracle - - 34.82 34.27 - -

mT5-small 300M 16 21.44 26.06 0.876 0.872

mT5-base 580M 16 24.38 27.68 0.895 0.889
16 24.83 28.48 0.901 0.905

mT5-large 1200M 0 2522 2834 0904 0909
mBART-large 610M 16 23.28 27.28 0.883 0.894

Table 3: BLEU scores of using mBART as the translation model for translating Ja-En pairs when
applying the preordered training/test pattern in normal input type among different preordering
models, and RIBES results of seq2seq model trained by manual word alignments of transferring
Japanese order into English order and opposite.

Ja=En En=-Ja Ja=Zh Zh=-Ja Ja=-Hi Hi="Ja

Alignment used M A M A M A M A A A

RIBES 0.904 0.896 0.909 0.904 0.927 0.883 0.919 0.894 0.883 0.877
Unigram Precision 091 0.88 0.92 091 089 0.75 0.83 0.77 0.86 0.85
Normalized Kendall’s Tau 0.93 0.93 094 0.93 096 0.96 097 096 092 0.92
Brevity Penalty 096 094 095 097 093 096 095 098 096 0.98

Table 4: RIBES scores when transferring the original source sequence to preordered source
sequence using mT5-large. *Alignment used’ means manual word alignment or mBERT-based
generated word alignment is used for training preordering. ‘M’ is short for ‘Manual’, while ‘A’
represents ‘AWESoME’.

from the table that mT5-large models trained with manual word alignment outperformed those
trained with generated word alignment.

7.2 Translation Performance

Table 4(a) illustrates the BLEU (Papineni et al., 2002) and COMET (wmt20-comet-da) (Rei
et al., 2020) for each translation direction with different word alignments. Our proposed ap-
proach when trained with manual word alignment significantly outperformed the baseline model
in most of the translation directions of language pairs of Ja-En, Ja-Zh, and Ja-Hi in terms of at
least one of the BLEU and COMET (wmt20-comet-da) scores. Moreover, even with mBERT-
based generated word alignment, our proposed approach significantly outperformed the baseline
model in the translation directions of Ja to En, Zh to Ja, Ja to Hi, and Hi to Ja in terms of the
COMET score. Our findings suggest that when utilizing manual word alignment as preorder-
ing training data, concatenated inputs exhibit the highest BLEU or COMET scores compared
to other input patterns. However, when using the AWESoME word alignment, the original in-
put mostly yields the best BLEU results, while concatenated inputs mostly generate the best
COMET results. For the better results illustrated in concatenated inputs when using manual
word alignment, we speculate that this could be due to the models learning the relative positions
between the source and target languages by combining the original and more highly accurate
preordered sequences as the concatenated input. When utilizing AWESoME word alignment,
it is predictable that the preordered sequence contains more noisy positional information than
manual word alignments. During the generation process, those erroneous positional informa-
tion inevitably impact the output quality. However, due to the implementation of multiple input
manners, the model could still achieve a higher precise output based on the original input. To
conduct comparison experiments, we employed the oracle approach as shown in Table 4(b),
which involves preordering the source test set according to the target test set using manual
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(a) Preordering by mT5

Metrics BLEU COMET
. Input | Training Test  |Preorder| Ja-En Ja-Zh Ja-Hi Ja-En Ja-Zh Ja-Hi
Alignment
Type | Pattern | Pattern | Model | = <« = & = <& | = <« = & = <«
o | Norma| Origmal | Original | s 03 141 179 300 193)47.9 544 679 544 162 29.1
(Baseline) | (Baseline)
e— Preorder | Preorder | mT5 252 283 142 1857 - - |479 51.0 632 532 - -
Concat | Concat mT5 |25.6 29.6 147" 192 - - 1492 534 65.1 585 - -
Source Original - 258292 142 18.0 - - | 48.7 52.2 66.2 55.6 - -
Manual Preorder | mT5 |25.5 285 140 17.8 - - 1485 50.1 63.0 553 - -
Tagged Original - 258 289 140 18.87 - - | 46.8 52.7 64.3 584 - -
S-T Preorder | mT5 |25.1 28.2 13.7 183 - - 464 510 615 57.37 - -
Concat | mT5 (259 29.7 144 194" - - [49.8" 542 63.5 60.27 - -
Normal Preorder | Preorder | mT5 |23.9 28.3 13.7 182 29.4 18.6|46.7 50.6 61.6 53.6 18.4 29.0
Concat | Concat | mT5 |25.7 29.8 14.0 19.47 30.0 19.4|49.9" 53.2 64.7 53.6 18.1 31.6
Source Original - 26.1 29.4 14.3 19.01 30.1 19.6(50.0" 53.0 64.4 56.7 17.7 30.3
AWESoME Preorder | mT5 |24.6 28.8 13.5 19.01 30.1 19.0(46.3 50.1 61.7 56.7 19.1" 30.0
Tagged Original - 26.0 29.2 12.8 18.51 28.8 19.7/46.9 52.7 634 57.0 13.4 302
S-T Preorder | mT5 |24.1 282 12.0 18.61 29.3 19.242.1 50.1 59.7 55.4 159 29.2
Concat | mT5 |25.8 29.6 129 18.9" 29.5 19.6|47.0 54.3 63.6 57.8" 15.6 31.3"
(b) Preordering by Oracle
Metrics BLEU COMET
. Input |Training| Test |Preorder| Ja-En Ja-Zh Ja-Hi Ja-En Ja-Zh Ja-Hi
Alignment
Type | Pattern | Pattern | Model | = <« = < = <« |=> & = & = <«
Normal Preorder|Preorder| Oracle |34.8 34.3 17.2 22.7 - - |54.5 56.1 67.3 62.0 - -
Concat | Concat | Oracle |35.5 35.7 17.8 22.9 - - 156.3 59.1 69.8 65.1 - -
Manual Source |Preorder| Oracle |33.6 33.6 16.1 20.9 - - |53.6 56.2 64.8 58.4 - -
Tagged ST Preorder| Oracle |33.7 33.5 15.9 20.8 - - 52.6 55.8 63.8 61.3 - -
Concat | Oracle |35.0 35.0 16.1 22.0 - - |55.8 58.9 67.4 63.4 - -
Normal Preorder|Preorder| Oracle |36.8 34.3 18.4 22.6 36.0 24.4|54.6 54.2 65.6 55.9 24.7 30.3
Concat | Concat | Oracle [40.3 36.2 19.0 23.5 36.8 26.0({58.3 58.8 69.7 63.5 26.8 37.5
AWESoME Source |Preorder| Oracle |36.6 33.9 17.2 21.9 35.4 23.7|52.2 54.8 64.3 60.3 23.9 30.0
Tagged ST Preorder| Oracle |36.2 33.2 16.1 21.3 34.7 24.2|48.6 52.8 62.1 58.1 20.9 30.4
Concat | Oracle |39.1 35.4 16.7 21.9 35.4 24.9|55.4 58.9 67.5 63.1 24.0 36.5

Table 5: BLEU and COMET scores between the different training/test patterns. The results
are translated by mBART. *'mT5’ represents "'mT5-large’. ’Oracle’ represents preordering the
source test set according to the target test set using manual or AWESoME word alignment
data, instead of generating the preordered sequences using the seq2seq model. Results in bold
indicate the best BLEU or COMET results in a specific translation direction using different
word alignments. *Concat’ represents ’concatenated’ and ‘S-T’ represents ‘Source-to-target’.
1 for a significant difference (p < 0.05) from the baseline.

or AWESoOME word alignment data, instead of generating the preordered sequences using the
seq2seq model. Although this result is not practical, it still demonstrates the potential of apply-
ing our preordering method to the seq2seq model.

Table 3 displays the BLEU scores of different models when using the preordered train-
ing/test pattern in normal input type for translating Ja-En pairs’. The translation quality coin-

"The number of model parameters are from https://github.com/google-research/
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Japanese original sequence Bk BHEH O 'Y YA ANBNY OEFHE NS NTAEBA L ZL TEHFRA LN T WD,

English target reference sequence He is also accused of stealing a tram on Friday night , from South Melbourne depot .

Oracle (manual) preordered sequence WTWVWd T HFAONTERAL 2L NIAIZEHBA B NS YA ARV (EHE,
Oracle (AWESoME) preordered sequence W2 TE HATE BAEZ FITLAICEEH B S IR ARV Y (s,

Generated preordered sequence (manual) B HENT WS TEHX ZE HBAE MTLADD FHEE O T T VRN T GHH K,
Generated preordered sequence (AWESoME) Wd TEHA L BAE NTL NS O EHEE ST A ARV IC EEH K,

Baseline translation He is also accused of stealing a tram from a South Melbourne station on Friday night .

Tagged source-to-target concatenate input by oracle (manual) He is also accused of stealing a tram on Friday night from a South Melbourne escalator .

Tagged source-to-target concatenate input by oracle (AWESoME) He is also accused of stealing the tram on Friday night from South Melbourne exit .
Tagged source-to-target concatenate input by mT5 (manual) He is also accused of stealing a tram from a depot in South Melbourne on Friday night .
Tagged source-to-target concatenate input by mT5 (AWESoME) He is also accused of stealing the tram from a lane at South Melbourne on Friday night .

Chinese original sequence WA, AN T Al SR R ST PRAE .
Japanese target reference sequence ZOOEA . EER S T R B A T R T LS B 2
(Additionally, the international market has come to require strict responsibility to exporting p )
Oracle (manual) preordered sequence WA L S T il K R ) ST S
Oracle (AWESoME) preordered sequence WA L A T fll P R B S .
Generated preordered sequence (manual) WA, A T il W RS BEE BT S .
Generated preordered sequence (AWESoME) WAk, WA T il X 7 R R BHE Bk S .
Baseline translation I5IT, WA S O il BT WU TR R R THE EE N ED ST v,

Tagged source-to-target concatenate input by oracle (manual) X5IT . WA N O R U T RS A EHEEE 2 To T Wh .
Tagged source-to-target concatenate input by oracle (AWESoME) X 512, 4k ~ o it 23 12 M U T kg 4 SRR B W T w3,
Tagged source-to-target concatenate input by mT5 (manual) X502, A N i 3 L T RS s ETEEE R EHE L T 0D,
Tagged source-to-target concatenate input by mTS (AWESoME) X 512, gk 225 o it {2312 3 U ik 720 ST 2 Y hh T vd .

Table 6: Results of preordering generated by mT5-large.

cides with the preordering performance. The better the preordering quality is, the higher the
final translation quality is.

7.3 Specific Results

We have included our experimental results in Table 6 to compare the differences between trans-
lations by oracle and seq2seq models. In the first example, the meaningful words * <M H
& (Friday night)’ and ‘%7 A X )ViR)L > (£ (South Melbourne depot)’ were generated
in the opposite position. This led to errors in the final translation results when evaluated by
the BLEU score, although the transposition of the meaningful words in this example did not
affect the semantics of the output text. In the second example, the generated preordered Chi-
nese sequence retained more tokens than the oracle sequence. For example, the Chinese token
"FRHE (standard)’ has the same meaning as ‘%’ in Japanese. The reference abandoned this
word because it was unaligned with any token in the Japanese sequence, while the generated
preordered sequence retained it. This resulted in a surplus of translation content compared to
the reference Japanese. We also observed that when generating a preordered sequence through
a preordering model trained with manual word alignment data, the Chinese conjunction token
> B is omitted. However, during the translation process, the decoder is able to appropriately
incorporate this token (with ‘7%’ in Japanese) based on the surrounding context. Overall, these
examples highlight the importance of paying attention to the position or number of tokens in
the preordered sequence, as they can have a significant impact on the final translation quality.

8 Conclusion

In this paper, we propose the utilization of seq2seq multilingual pretrained models for preorder-
ing and translation. Specifically, we use manual and mBERT-based word alignment to train
mT5-large in generating preordering sequences, and mBART for performing translation. We
compare the translation accuracy under various training/test patterns during translation. Our
approach is evaluated on ALT Ja-En, Ja-Hi pairs, and in-house Zh-Ja pairs. The results indicate
that our proposed approach significantly outperformed the baseline model in most translation
directions of Ja-En, Ja-Zh, and Ja-Hi pairs in at least one of BLEU/COMET scores. In future
work, we will further explore which kind of input aspect is the most impactful for improving
translation tasks.

multilingual-t5 and (Xue et al., 2021).
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