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Abstract

In any system that uses structured knowledge
graph (KG) data as its underlying knowledge
representation, KG-to-text generation is a use-
ful tool for turning parts of the graph data into
text that can be understood by humans. Re-
cent work has shown that models that make
use of pretraining on large amounts of text data
can perform well on the KG-to-text task, even
with relatively little training data on the specific
graph-to-text task. In this paper, we build on
this concept by using large language models
to perform zero-shot generation based on noth-
ing but the model’s understanding of the triple
structure from what it can read. We show that
ChatGPT achieves near state-of-the-art perfor-
mance on some measures of the WebNLG 2020
challenge, but falls behind on others. Addition-
ally, we compare factual, counter-factual and
fictional statements, and show that there is a
significant connection between what the LLM
already knows about the data it is parsing and
the quality of the output text.

1 Introduction

For any system that presents verbal information
to users, whether that information is in the form
of text or audio, it can be useful to generate the
system’s speech or text from a consistent underly-
ing knowledge representation based on structured
data. A commonly used data representation is
knowledge graphs (KGs), where information is
stored as properties or relations tying entities to-
gether (Hogan et al., 2021). The combination of
a property, its source and its target is referred to
as a triple (Lassila and Swick, 1999; Hogan et al.,
2021). KGs as an underlying structured data rep-
resentation have been used to allow systems to tell
narrative information (Colas et al., 2022), to re-
trieve information in chatbots (Zhou et al., 2020)
or recommender systems (Shao et al., 2021), and
to reason about the grounding status of the infor-
mation in terms of what the user currently knows

(Axelsson and Skantze, 2020).
Traditionally, template-based approaches for

generating text from knowledge graphs have been
sufficient for confined dialogue domains (Konstas
and Lapata, 2013; Duma and Klein, 2013; Perera
and Nand, 2015). An alternative is to train a data-
driven end-to-end generation model, but a limiting
factor is the relative lack of human-labelled data
for the task. The WebNLG datasets produced for
the challenges in 2017 (Gardent et al., 2017a) and
2020 (Castro Ferreira et al., 2020) are relatively
small, and although recent progress has been made
on producing much larger datasets (Colas et al.,
2022), methods for natural language generation
from knowledge graphs have generally had to work
around the absence of large datasets.

Recently, approaches that use pretraining on
large amounts of non-KG-related text data, which is
then finetuned on the KG-to-text task, have shown
promising results (Kale and Rastogi, 2021; Colas
et al., 2022; Li et al., 2021a; Yang et al., 2020; Ke
et al., 2021). Such models can learn and extrapo-
late from patterns in the text data to the KG data
that the model has never seen before. The logical
endpoint of such an approach is to simply rely on
the pretraining, and not use any finetuning at all. In
this paper, we perform a partial evaluation of this
approach by using large language models (LLMs)
to generate text from knowledge graph data, zero-
shot.

A known problem with natural language gener-
ation through language models is that the output
– the text generated by the method – is not guar-
anteed to match the input – the specification for
what should be generated (Ji et al., 2023). When
such models over-generate, it is often referred to
as hallucinations (Alkaissi and McFarlane, 2023;
Ji et al., 2023). Both under-generation and hallu-
cinatory over-generation can result in systems pro-
ducing unwanted content, potentially disastrously
so.
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Since LLMs rely on pretraining, their language
generation competence will to some extent stem
from the facts expressed in the pretraining data.
Thus, the expression of the facts expressed in the
KG triples could to some extent be helped by this
inherent knowledge. While this could be advan-
tageous when generating text from factual triples,
a potential side-effect could be increased halluci-
nations, or that it could be harder for the LLM to
generate from triples that express counter-factual
or fictional knowledge. Thus, it is important to also
gain an understanding of the ability of LLMs to
perform the KG-to-text task, and not only evaluate
their performance on factual triples.

In this paper, we present an evaluation of zero-
shot KG-to-text natural language generation using
LLMs. We address the following questions:

1. How do LLMs perform on KG-to-text tasks
such as the WebNLG 2020 challenge (Cas-
tro Ferreira et al., 2020)?

2. How does the factualness of the KG triples
(being factual, counter-factual, or fictional)
affect the capability of the LLM to express ar-
bitrary knowledge graph information, in terms
of:
(a) Grammar and coherence?
(b) Coverage of the triples?
(c) Hallucinations (overgeneration)?

In this paper, we will be using OpenAI’s Chat-
GPT LLM (gpt-3.5-turbo). It should be noted that
since the data used for training ChatGPT has not
been disclosed, we cannot guarantee that it has not
seen the WebNLG data used in Section 3. At the
time when this study was conducted, we were not
aware of any open-source LLMs with comparable
performance to closed-source LLMs on these types
of NLG tasks. However, our follow-up analysis
in Section 4 is based on newly collected data for
which KG-to-text references should not have ex-
isted in any LLM’s training set.

2 Background

2.1 Knowledge graphs

The concept of representing human knowledge as
a graph in a computer dates at least as far back
as work by Schneider (1973), but did not grow
into their modern relevance until work by Google
and competitors in the early 2010s (Hogan et al.,
2021). Ehrlinger and Wöß (2016) consider the dif-
ference between older and more recent use of KGs

to lie primarily in how the data is collected – at a
large scale, using automated tools, rather than hand-
crafted, as in earlier work. WikiData (Vrandečić
and Krötzsch, 2014), a knowledge graph run by the
WikiMedia foundation and editable by the public,
is what Hogan et al. (2021) call a property graph,
where each entity and edge can be annotated with
an arbitrary set of key-value pairs.

Common to all types of knowledge graphs de-
scribed by Hogan et al. (2021) is that entities, the
nodes of the graph, are connected by relations. In
Wikidata, the relations are called properties (Vran-
dečić and Krötzsch, 2014) (unrelated to property
graphs as defined by Hogan et al. (2021)), termi-
nology which we will use throughout this paper. A
property, its source and its target combined are a
triple (Lassila and Swick, 1999; Ding et al., 2005).

2.2 KG-to-text synthesis

The process of converting data represented as
knowledge graphs into text is sometimes referred
to as graph to text (Schmitt et al., 2020; Song
et al., 2021), or KG to text (Schmitt et al., 2021;
Wang et al., 2019). The term Data-to-Text typ-
ically refers to a more general group of tasks of
which KG-to-text is part (Nan et al., 2021; Yin and
Wan, 2022; Ji et al., 2023). Competitions like the
WebNLG 2020 challenge contained tracks for both
KG-to-text and text-to-KG (Castro Ferreira et al.,
2020), but this paper only considers the KG-to-text
task.

On small, restricted domains with structured
data, examples of data-to-text generation with the
use of prewritten templates can be found from the
1980s in the work by Kukich (1983) (stock market
reports), and in the work of Goldberg et al. (1994)
(weather forecasts). An early modern example of
database-to-text synthesis is the work by Konstas
and Lapata (2013), who used statistical rules to
turn database entries into text through the use of
rhetorical structure theory trees, which the system
could generate from data, effectively generating its
own templates. Patterns for converting individual
knowledge graph triples into verb phrase templates
are sometimes referred to as lexicalisation (Perera
and Nand, 2015; Gardent et al., 2017a).

A problem with template-based approaches like
the ones by Kukich (1983); Goldberg et al. (1994);
Konstas and Lapata (2013) is that the templates
may not be applicable outside of a specific domain
of synthesised text. Duma and Klein (2013) and
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Perera and Nand (2015) developed systems for gen-
erating lexicalisation templates from text data, but
Duma and Klein (2013) found that their approach
performed significantly worse than human-written
reference text, and Perera and Nand (2015) found
that their approach had varying performance de-
pending on the domain of the text.

KG-to-text includes microplanning Levelt
(1989), and surface realisation, referring expression
generation and content selection must all be done
simultaneously to produce a legible result (Gardent
et al., 2017a,b). The 2017 WebNLG challenge was
set up to evaluate KG-to-text models on English
triple-to-text data. A novel dataset was collected
specifically for the challenge. The top performing
models were a bidirectional LSTM-based template
extraction model and a rule-based transducer model
(Gardent et al., 2017b).

The WebNLG 2020 challenge added Russian
data to the KG-to-text task, and additionally had
more triple data as a whole. On the English KG-
to-text task (Castro Ferreira et al., 2020), the top-
performing competitor was Amazon AI Shanghai’s
P2 model, which used an intermediate representa-
tion to first break down the requested triples into a
plan, which a second model based on the T5 pre-
trained language model by Raffel et al. (2020) then
turned into more coherent text (Guo et al., 2020). In
second place, Ohio State University’s OSU Lab pre-
sented a model that was pretrained on the T5 trans-
former model for English (Kale and Rastogi, 2021)
to compensate for the relatively small amount of
triple data to train on in the WebNLG dataset (Li
et al., 2020).

Schmitt et al. (2020) proposed a parallel graph-
to-text and text-to-graph model. While no gold
standard human-written data existed as a baseline
with which to compare the output of the graph-to-
text model, the authors found that unsupervised
training performed "nearly on par" with supervised
training on BLEU, METEOR and CHRF++ mea-
sures compared to the text output of a baseline.
The authors also found the text output by their
own model was more readable than the baseline
(Schmitt et al., 2020), but no structured evaluation
was done on this factor

As a follow-up, Schmitt et al. (2021) proposed
a Transformer-based architecture for graph-to-
text generation where each relation in the graph
is encoded in context with the other relations
and entities in the graph. The resulting model

performed favourably on BLEU, METEOR and
CHRF++ measures compared to previous work on
the WebNLG dataset (Schmitt et al., 2021; Gardent
et al., 2017a; Castro Ferreira et al., 2020).

Koncel-Kedziorski et al. (2022) applied Trans-
former models to the abstracts of scientific articles.
Four models that got differing amounts of infor-
mation about the contents of the abstract of the
article were prompted to write an abstract. The
GraphWriter model that was fed with both the title
of the article and a knowledge graph-based repre-
sentation of the contents of the abstract was rated
more highly by human annotators than other mod-
els which got more limited information, although
the gold standard human-written abstract was con-
sidered the best in 64% of the cases (Koncel-
Kedziorski et al., 2022).

Recently, Colas et al. (2022) presented the Event-
Narrative dataset, which contains excerpts from
EventKG matched with text from Wikipedia de-
scribing the event narrated by the knowledge graph
data. While the authors could not manually vali-
date their full dataset, which contains over 650 000
knowledge graph triples, a smaller annotation of
500 randomly sampled sets of triples with their cor-
responding Wikipedia text suggested that around
96% of both entities and relations are present in the
text, with errors mostly appearing where Wikipedia
and the underlying knowledge graph disagree about
the nature of an event (Colas et al., 2022). The au-
thors also provided benchmarks for models trained
on the dataset, with the pretrained BART (Lewis
et al., 2020) model performing the best on BLEU,
ChrF++ and BERT measures, while GraphWriter
(Koncel-Kedziorski et al., 2022) performed the best
on CIDEr, METEOR and ROUGE.

In Axelsson and Skantze (2023), we proposed
an approach where knowledge graph triples in a
text form were fed to GPT-3, synthesised into sen-
tences one-by-one using a few-shot approach, and
then merged into one or more sentences of fluent
text with a secondary prompt that summarises the
sentences generated by the first step. While the
approach worked for the presenting robot we used
in that project, we did not evaluate specifically the
graph-to-text synthesis, and this paper follows up
on that aspect.

Recent work by Yuan and Färber (2023) applied
ChatGPT to the WebNLG 2017 challenge, similar
to our approach in Section 3. The authors addi-
tionally use the AGENDA dataset from Koncel-
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Kedziorski et al. (2019). Yuan and Färber use a
linearisation approach proposed by Ribeiro et al.
(2019) to create a consistent representation of the
graph data in text form to pass to the LLM as
a prompt. The results are compared to the best-
performing models from WebNLG 2017 (Gardent
et al., 2017b), but both ChatGPT and GPT-3 per-
form relatively poorly on most measures. For Chat-
GPT, this appears to partially be because the LLM
generates large amounts of hallucinated text be-
yond what it is prompted to synthesise.

2.3 NLG evaluation metrics

Numerous metrics have been proposed for evalu-
ating KG-to-text output. Bleu, short for bilingual
evaluation understudy, is a text similarity measure
that combines n-gram precision score and a penalty
for overly short candidates (Papineni et al., 2002).
In WebNLG 2020, Bleu NLTK refers to Bleu ex-
tended with a specific smoothing algorithm referred
to by the authors as smoothing 3 (Chen and Cherry,
2014; Castro Ferreira et al., 2020). METEOR is a
harmonic mean of precision and recall on stemmed
words between the candidate and reference, with
slight priority on recall, which also rewards can-
didates for matching large spans of the candidates
word-by-word (Banerjee and Lavie, 2005). TER,
short for Translation Edit Rate, counts the num-
ber of word shifts, insertions, substitutions and
removals that must be performed to transform the
candidate into a reference (Olive, 2005; Snover
et al., 2006). CHRF is a weighted average of char-
acter 6-gram precision and recall between a refer-
ence and a candidate (Popović, 2015); CHRF++ is
an extension to that measure which also considers
word unigrams and bigrams (Popović, 2017).

BERTScore, henceforth simply BERT, uses con-
textual word embeddings to calculate the similarity
between the meaning expressed by a candidate sen-
tence and a reference, not necessarily requiring
them to use the same words (Zhang et al., 2020).
BLEURT is a BERT-based similarity metric that
attempts to predict how a human annotator would
rate the candidate compared to the reference, us-
ing the vector-based meaning encoding returned by
BERT (Devlin et al., 2019; Sellam et al., 2020).

3 Applying LLMs to the WebNLG 2020
challenge

In the WebNLG 2020 Challenge, participants
trained models to learn the transformation of sets of

KG triples to natural language text. Graph-to-text
data was provided for English and Russian (Cas-
tro Ferreira et al., 2020). The English-ALL test
set contains 1779 sets of between 1 and 7 triples,
each paired with up to five examples of human-
written reference text that expresses those triples.
The training set is not relevant to this paper, as
zero-shot KG-to-text by definition does not per-
form training on the specific task. Models trained
on the training set and evaluated on the test set (for
which only the triples and no reference text were
public until the end of the challenge) were ranked
by METEOR score, with Bleu, Bleu-NLTK, TER,
ChrF++, BERT and BLEURT scores also available
for reference. The challenge organisers provided
official evaluation scripts for evaluating hypotheses
on the test set1. While recalculating the numbers
for the other participants in Table 1, the BLEURT
numbers we got were notably lower than those seen
in Castro Ferreira et al. (2020) for all systems, but
the internal order was the same.

The full Russian test set consisted of 1102 sets
of between 1 and 7 triples, each paired with up to
7 references. While the reference text was writ-
ten in Russian, the triple data was written in En-
glish, including both the labels of relations and the
names of entities. Participants were ranked by the
same automated metrics as for English, detailed
above, except that the BLEURT measure was omit-
ted (Castro Ferreira et al., 2020).

3.1 WebNLG 2020 LLM prompt

We chose OpenAI’s gpt-3.5-turbo (ChatGPT) LLM
for use in our KG-to-text process. The WebNLG
2020 dataset comes with preformatted triples in
text form that we could pass relatively unchanged
to our prompt (Castro Ferreira et al., 2020). We
generated text for this dataset by appending the
triples, newline-separated, to a prompt that told the
LLM to briefly express only what it was given.

A preprocessing step was also included where
the labels of entities in the prompt were filtered
to remove underscore characters and replace them
with spaces – if this was not done, ChatGPT tended
to reproduce the underscores in its output. For
Russian data, the prompt was modified to state that
the output was to be given in Russian. Our full
prompts are listed in Appendix B.
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Team BLEU BLEU METEOR CHRF++ TER BERT BERT BERT BLEURTNLTK Prec. Recall F1
Amazon AI (Shanghai) 0.539 0.535 0.417 0.690 0.406 0.960 0.957 0.958 0.47
OSU Neural NLG 0.535 0.532 0.414 0.688 0.416 0.958 0.955 0.956 0.45
FBConvAI 0.526 0.523 0.413 0.686 0.423 0.957 0.955 0.956 0.46
bt5 0.517 0.517 0.411 0.679 0.435 0.955 0.954 0.954 0.43
ChatGPT 0.424 0.417 0.409 0.671 0.533 0.948 0.955 0.951 0.42
NUIG-DSI 0.517 0.514 0.403 0.669 0.417 0.959 0.954 0.956 0.45
cuni-ufal 0.503 0.500 0.398 0.666 0.435 0.954 0.950 0.951 0.39
DANGNT-SGU 0.407 0.405 0.393 0.646 0.511 0.940 0.946 0.943 0.27
CycleGT 0.445 0.432 0.387 0.637 0.479 0.949 0.949 0.948 0.40
RALI - Université de Montréal 0.402 0.393 0.386 0.634 0.504 0.944 0.944 0.944 0.28
TGen 0.509 0.482 0.384 0.636 0.454 0.952 0.947 0.949 0.36
Baseline-FORGE2020 0.405 0.396 0.373 0.621 0.517 0.946 0.941 0.943 0.26
Huawei Noah’s Ark Lab 0.395 0.387 0.372 0.613 0.536 0.935 0.937 0.935 0.10
Baseline-FORGE2017 0.378 0.371 0.364 0.606 0.553 0.933 0.928 0.930 0.20
NILC 0.319 0.313 0.350 0.545 0.629 0.920 0.922 0.920 0.12
UPC-POE 0.391 0.379 0.337 0.579 0.564 0.933 0.927 0.929 0.08
ORANGE-NLG 0.382 0.376 0.335 0.571 0.577 0.920 0.920 0.920 -0.09

Table 1: Results when applying ChatGPT to the WebNLG 2020 English-ALL task. Note that ORANGE-NLG
garnered slightly worse numbers in all metrics compared to Castro Ferreira et al. (2020) when we re-ran the
evaluation scripts.

3.2 Results on the WebNLG 2020 dataset

The 1779 English and 1102 Russian prompts of
the WebNLG 2020 test set, as described in Sec-
tion 3, were expressed with gpt-3.5-turbo using the
process described in Section 3.1. We present the
results for English in Table 1, with every listed par-
ticipant from Castro Ferreira et al. (2020) shown
alongside ChatGPT. The table is ordered by ME-
TEOR as in the original challenge.

Beyond METEOR, ChatGPT performs less well
on other measures, ranking slightly above the
FORGE2020 baseline for BLEU and BLEU-NLTK,
and below it for TER (note that higher TER values
are worse). The relatively low BLEU and BLEU-
NLTK scores and high TER – measures that reward
exact word matches – but competitive METEOR
and BLEURT scores, imply that ChatGPT con-
sistently produces text that expresses roughly the
same semantic content as the reference translations,
using roughly the same stemmed words as the refer-
ence translations, but in orders and in forms (tenses,
inflections) that are not expected from the reference
translations.

ChatGPT’s results for Russian were significantly
worse than for English, obtaining a METEOR score
of 0.403. This is below the FORGE2020 baseline
which obtained a METEOR score of 0.467. The
full results table for Russian is included in Ap-
pendix A.

1https://github.com/WebNLG/
WebNLG-Text-to-triples/tree/master

Finally, it should be noted that we do not have
access to the training data for ChatGPT, and we
therefore cannot know whether the results of other
models in the WebNLG 2020 challenge were part
of the training. Thus, the results seen in Table 1
may be artificially inflated.

4 Evaluating the effects of KG factualness

As stated in the introduction, the LLM’s pretraining
on (mostly) factual data might influence its ability
to generate text from the KG triples, if these are
not also factual. To evaluate this effect, we chose
to synthesise our own data through WikiData. This
allowed us to retain metadata about the classes and
types of entities in the graphs, limit and specify the
types of properties that would be included in our
triple set, and additionally guarantee that the LLM
would not have seen the data during its training
(which, as was noted above, cannot be guaranteed
for the WebNLG 2020 test set).

We sampled the WikiData API for random small
subgraphs of knowledge graph triples centered
around an entity that represents a human. To fur-
ther make sure that our generated text represented
knowledge that was reasonably interesting to hu-
mans and representative of information that could
appear in information text or a presentation, we
manually created a list of 184 property identifiers
that occured often in connection to humans2. Our
prompts represented connected graphs; there was

2This list of properties is attached as a supplementary file.
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always a path from any entity in our prompts to all
other entities in the same prompt. We will call data
sampled in this way factual, although it is possi-
ble that some triples are incorrect, either through
vandalism or mistakes by the authors of the data.

4.1 Fictionalisation and counterfactualisation

For each factual graph sampled according to the
method described in Section 4, we applied substi-
tutions to the names of the entities in the graph
to produce two new graphs with identical struc-
ture but different entities. By retaining the graph
structure but changing the entities contained in
the graph, we could create prompts that expressed
knowledge that would contradict the information
stored in the LLM’s parameters, or create prompts
that we could guarantee would not match factual
information stored in the LLM’s parameters.

To produce what we call a fictional graph, we
separately asked GPT-3 to generate fictional exam-
ples of the WikiData types present in the graph3.
To produce counterfactual graphs, entities were
randomly replaced with a different example of the
same WikiData class sampled from WikiData. To
reduce the number of cases where humans were
stated to have died before they were born, we also
sorted dates so that the earliest date in the original
graphs always corresponded to the earliest date in
the substituted graphs.

A small example graph with all three sets of
labels seen at the same time can be seen in Fig-
ure 1. The factual data is marked in bold on top
in each entity, with fictional in the middle, marked
in italics, and counterfactual on the bottom. Note
that our date sorting approach did not affect events
and entities named after a date, which allows the
counterfactual graph in Figure 1 to state that some-
one who was born in 1975 also participated in a
sporting event in 1970.

4.2 WikiData LLM prompt

To express our WikiData dataset, we used a two-
step prompt structure rather than the one-step
method shown in Section 3.1. This prompt was
originally set up to be able to control the theme-
rheme structure of the generated text – note that this
is not relevant to the analysis presented here, and
that we also do not evaluate potential performance
differences between the two types of prompts.

For expressing knowledge graph data sampled

3See Appendix D for this prompt.

from WikiData, we converted each edge in the
graph into a string Source / Property / Target.
Source and Target represented the WikiData la-
bels of the entities or constants at both ends of the
property. Property was the WikiData label of the
property connecting the two entities. If the prop-
erty was Godparent, Mother, Father or Child, we
changed the label into Has godparent, Has mother,
Has father, or Has child, respectively, as pilot test-
ing found that both crowdworkers and ChatGPT
often confused the intended direction of those prop-
erties.

Once all properties in the graph had been turned
into a string according to the above process, we
then passed the first triple to ChatGPT via a prompt
that asked it to convert that triple into exactly one
sentence; the remaining triples were then passed
to the LLM in a second prompt using the context
of the previous prompt and the model’s previous
response to ask it to insert the remaining triples into
the text. The returned text from this second step
was used as the KG-to-text output. An example
prompt instantiated with graph data from Figure 1
is included in Appendix C.1.

4.3 Evaluation on sampled WikiData KG
triples

We generated a total of 70 sets of prompts contain-
ing 7 triples, each representing a connected graph
with seven edges (properties). The choice of seven
triples matches the largest graphs in the WebNLG
dataset. The three conditions (factual, fictional or
counterfactual as described in Section 4) gave us
a total of 210 graphs. Text was then generated for
these graphs according to the process described in
Section 4.2.

4.3.1 Results for grammar and coherence
Through Amazon’s Mechanical Turk, we asked
three annotators for each of our 210 graphs to eval-
uate the generated text for grammar and coherence
(similarly to Li et al. (2021b)), using two sliders.
The Grammar slider had one end stating "The gram-
mar in the text is extremely poor. It is not written
in well-formed English." and the other stating "The
grammar in the text is perfect. It is written in well-
formed English.". The Coherence slider stated "It
is incoherent. The different parts of the text do not
lead into each other." on one end and "It is highly
coherent. The different parts of the text flow well
into each other." on the other. To submit their re-
sponses, participants had to indicate whether they
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Georgina Cassar
Harbinger Lirien

Paddy Bush

rhythmic gymnastics
Krotebo

road bicycle racing

Sport

2010 Commonwealth Games
Archimedean Olympics

1970 Asian Games

September 9th, 1993
January 20th, 1930

July 6th, 1975

Participant in

Date of birth

Figure 1: An example graph with three edges represent-
ing factual claims about its root entity. Fictional and
counterfactual substitutions are listed as the second (in
italics) and third (plain) row, respectively, of each entity
(box).

understood that the task was not aboud the factual
accuracy of the text but rather how well it matches
the prompt; three annotators indicated they did not
understand this and their evaluations were thus dis-
carded. The average ratings by condition are listed
in Table 2. The crowdworkers were paid $0.2 per
prompt they rated. 34 unique crowdworkers partic-
ipated, ranking an average of 18.5 prompts (SD =
20.0, min = 1, max = 83).

Condition Avg. coherence Avg. gramm.⋆

Factual 72.0% 71.6%
Fictional 67.6% 68.8%
Counterf.† 69.7% 71.1%

Table 2: Average ratings of coherence and grammaticity
by condition. Unlike our CLMM analysis presented in
Section 4.3.1, this table does not take the random factor
of annotator identity into account. ⋆: Grammaticity. †:
Counterfactual.

To evaluate the given ratings of grammaticity
and coherence, we set up two Cumulative Link
Mixed Models (CLMMs) to treat the ratings as
an ordinal measure (Agresti, 2012; Christensen,
2019). A recent study of how linear mixed mod-
els can be applied to scales of this type can be
found by Howcroft and Rieser (2021). The factual-
ness was treated as a fixed factor, with the identity
of the annotator treated as a random factor. For
grammaticity, the null model was not significantly
different (p = .0969) from the model considering
condition as a fixed factor, and as such we could
not reject the null hypothesis that grammaticity was
the same across all three conditions.

Condition Present Absent Hallucinated
Factual 471 2 17
Counterf.† 470 8 12
Fictional 468 13 9

Table 3: The number of triples annotated as present,
absent and hallucinated for the 490 (7 * 70) triples in
each condition. †: Counterfactual.

For coherence, the data type was a significant fac-
tor (p = .0363), leading us to reject the null hypoth-
esis that the three conditions were equally coherent.
A post-hoc estimated marginal means analysis con-
firmed that counterfactual graphs were rated as
less coherent than factual graphs when treating
the identity of the annotator as a random factor
(p < .0001), but the comparisons between counter-
factual and fictional (p = .394) and fictional and
factual (p = .197) were not significant.

4.3.2 Results for triple coverage
For each of the seven triples in the prompt, an-
notators also had to check one of three exclu-
sive options; the text states this fact (henceforth
present), the text does not say anything about this
(absent) or the text states something else that ac-
tively goes against this fact (hallucinated). Absent
corresponds to omission in Yin and Wan (2022),
with hallucinated corresponding to inaccuracy in-
trinsic, inaccuracy extrinsic and positive-negative
aspect (Yin and Wan, 2022).

While the grammaticity and coherence evalua-
tions are subjective and were used in Section 4.3.1,
annotators showed poor agreement for the triple
coverage task, achieving a Fleiss’ Kappa (Fleiss
and Cohen, 1973) of only κ ≈ 0.016, at the low
end of slight agreement on the scale by Landis and
Koch (1977). To address this, since we believe
that the judgement is objective for most cases, we
manually annotated each triple as being present,
absent or hallucinated, and discarded the crowd-
workers’ evaluations for the triple coverage task.
The resulting classifications are listed in Table 3.

A χ2 test confirmed that the distribution of
present, absent and hallucinated triple by each
condition seen in Table 3 was significantly dif-
ferent from the expected distribution if the con-
dition had had no effect (χ2(4, N = 1470) =
10.5, p = .0328), leading us to reject that null hy-
pothesis. To analyse the results, we performed
repeated Bonferroni-corrected χ2 tests on each pair
of conditions and triple label, applying Yates’s cor-
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rection if any class had an expected occurrence of
less than five.

Two post-hoc comparisons were statistically sig-
nificant (α = 0.05/9 ≈ 0.0056); the compari-
son between present and absent triples between
the factual and fictional condition (χ2(1, N =
954) = 8.01, p = .00465) as well as the com-
parison between absent and hallucinated triples,
also between the factual and fictional condition
(χ2(1, N = 41) = 10.4, p = .00128). Resid-
ual analysis showed that factual graphs had more
present but fewer absent triples than fictional
graphs, and that factual graphs had more halluci-
nated but fewer absent triples than fictional graphs.

4.3.3 Results for hallucinated inserted
information

Each of the 210 expressed sets of 7 triples was also
annotated for whether it contained any additional
information beyond what was stated in the triples,
corresponding to what Yin and Wan (2022) call
addition or what Ji et al. (2023) call extrinsic hallu-
cinations. While we had originally set out to also
do this via Mechanical Turk, we chose to perform
the annotation ourselves after seeing low agree-
ment on pilot tests. We did not choose to annotate
cases where the LLM picked an unexpected tense
(present tense for something that happened in the
past, or vice versa), as we had not specified in the
prompt what today’s date was. Additionally, cases
where the LLM picked a specific gendered pronoun
for a fictional character with an ambiguous name
were not annotated as hallucinations.

Out of the 70 graphs for each condition, 12 were
found to have hallucinated extra information for
the factual condition, 10 for the counterfactual
condition and 9 for the fictional condition. A χ2

goodness-of-fit test did not allow us to reject the
null hypothesis that the rate of inserted halluci-
nations across all three conditions was the same
(χ2(2, N = 31) = 0.452, p = .798). A list of
every hallucination of this type is attached in Ap-
pendix E. Recurring issues for all three conditions
are unfounded statements that the subject was "sur-
vived by" a spouse, child or parent.

5 Discussion

Although LLMs appear to be able to do a relatively
good job at generating text expressing arbitrary
KG data, the relatively high rate of inserted halluci-
nated information (around 10-15% in Section 4.3.3)

means system designers must be careful before de-
ploying any system using a LLM KG-to-text as
a synthesis engine or microplanner. The rate of
addition previously seen in (Yin and Wan, 2022)
has one outlier of an approximate rate of 13%, but
most of the high-performance models also seen in
the WebNLG 2020 challenge (Castro Ferreira et al.,
2020) have a much lower rate of inserting informa-
tion (Yin and Wan, 2022). This suggests ChatGPT
is unusually likely to make these types of mistakes.

Factualness did have an effect on how many
triples were present, absent or hallucinated. When
expressing factual data, the most common error
category was hallucinated; expressing triples in a
way that was incompatible with the source prompt.
When generating text for fictional data, the most
common error was instead information missing
from the generated text. Yin and Wan (2022)
showed that the large pretrained T5 and BART
models performed practically no addition or dupli-
cation errors on any of the KG datasets they were
evaluated on, but that the rates of hallucinations
(intrinsic and extrinsic inaccuracy) rose with the
amount of pretraining – our results on ChatGPT do
not follow this trend, as we see both types of errors
on our factual dataset.

We found in Section 3.2 that ChatGPT per-
formed significantly worse on Russian data than on
English data. While it is possible that a two-tiered
approach that first attempts to use an LLM to trans-
late the triples into the target language, and then
generate text for the translated triples, would per-
form better, we considered such prompt engineer-
ing to be outside the scope of this paper. Recent
work by (Lai et al., 2023) showed that low-resource
languages made ChatGPT perform worse on a zero-
shot summary task (with the prompt written in the
target language), and while Russian is not necessar-
ily a low-resource language, Lai et al. found that
Russian ranked relatively low among high-resource
languages.

The main difference between our approach and
that of Yuan and Färber (2023) is how we create
our prompts. Although the approach by Yuan and
Färber is more logically consistent and arguably
more minimal, basing their triple representation on
previous work by Ribeiro et al. (2019), the authors
run into issues with preventing the LLMs from syn-
thesising text beyond what they asked for. It is
otherwise difficult to compare the results obtained
by Yuan and Färber to ours as their datasets are dif-
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ferent from the WebNLG 2020 dataset we utilised
in Section 3.2. We do not see the type of hallucina-
tory text continuation that Yuan and Färber see in
their dataset in ours, perhaps because we explicitly
tell the LLM to only state what we ask it to state in
our prompts (for which see Appendix B).

6 Conclusion

In this paper, we have shown that LLMs can per-
form the task of arbitrary domain zero-shot knowl-
edge graph-to-text. The model’s knowledge of the
information for which it is generating text affects
how likely it is to misstate or leave out information.
This, in combination with the high likelihood that
the expressed text contains some information that
was not part of the triples that the model was asked
to express, calls for caution when deploying LLM-
powered systems for in-the-wild KG-to-text syn-
thesis of unseen knowledge graph data on arbitrary
domains. For closed comains, on seen knowledge
graph data, where the consequences of accidentally
omitting or misstating a fact are smaller, the LLM
approach may be easier to implement than the mod-
els from Castro Ferreira et al. (2020), especially
if the topic of the generated text is outside of the
scope of typical KG-to-text datasets.

As LLMs with higher number of parameters are
trained in the future, some of the issues mentioned
in this paper – especially the low performance on
Russian data – may be addressed, but the ability of
the model to draw parallels between information it
has encoded in its parameters and the information
it has been asked to express means that issues of
triple coverage and hallucination may not cleanly
go away in the same fashion. For this reason, we
believe that pretrained models that specialise on
the KG-to-text task will retain their value.

7 Limitations

The low agreement of our Mechanical Turk annota-
tors on both the coverage of triples and annotating
extra hallucinated information in the generated text
limited the scale of our evaluation, as we had to
manually annotate the data ourselves. With more
data, it is possible that more interesting patterns
would appear regarding what type of information is
dropped and what extra information is hallucinated
when generating text for knowledge graphs with
LLMs. Additionally, when attempting to express
much larger graphs than the size of 7 we used in
Section 4.3.2, it became clear that the ability of

crowdworkers to annotate large amounts of data
as present, absent or hallucinated deteriorated fur-
ther as the number of triples grew beyond 5-10;
this can be addressed by employing professional
annotators.

This paper is not intended to be read as a direct
review of the performance of ChatGPT or other
OpenAI models on the KG-to-text task, but as a
generalised analysis using ChatGPT to stand in
for LLMs in general. Although some of the defi-
ciencies of ChatGPT on both the WebNLG 2020
task and our WikiData expression task could be
addressed by fine-tuning the prompt or using more
advanced LLMs such as GPT-4, we believe that the
issues of differing performance depending on fac-
tualness extend beyond the capacities of the model
to understand the data it is reading, and is not nec-
essarily something that improves as the model is
able to relate the prompts it is reading to a larger
understanding of the context through an increased
number of parameters.

The prompts we present in Appendix B may not
be the optimal prompts for making ChatGPT ex-
press knowledge graph data, and it is possible that
different prompt design could significantly affect
the ability of an LLM to perform the WebNLG
task (Tables 1, 4) or the triple coverage task we
presented in Section 4.3.2. We are not aware of a
consistent approach to finding an optimal prompt
for any task with LLMs.

A large number of recent papers in both the field
of evaluating LLMs and in the field of KG-to-text
are only available as non-peer-reviewed preprints.
This can make it difficult to know the true scale of
the field and to know which papers are the most
representative for their area – we have made an
attempt to do so in this paper.

8 Ethics Statement

Using public LLMs for KG-to-text poses a chal-
lenge in extracting explanations for the choices
made by the system. Even if LLMs at some point
in the near future outperform task-specific models
on any NLG task, it may be worth using smaller
models specifically to retain control over the model
or to achieve explainability.

The use of crowdworkers for the types of anno-
tation and evaluation we presented in Section 4.3.1
did not require ethics approval at our institution.

We made an attempt to filter our WikiData
dataset such that it would not contain offensive
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statements. The Wikidata data synthesis process
described in Section 4.2 was rerun when an ear-
lier version of our dataset was found to contain
statements about individuals connected to histori-
cal events – specifically the Holocaust – that could
be interpreted as Holocaust denial. It is nonetheless
possible that counterfactual or factual statements in
our current dataset, or LLM hallucinations relating
to them, could have been perceived as offensive to
our Mechanical Turk annotators, on account of the
random nature of the process.

9 Data Availability Statement

Data files containing model output as well as
annotator judgements have been made available
on GitHub at https://github.com/Agnesion/
zero-shot-NLG-from-KGs-data.
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Maja Popović. 2017. chrF++: words helping charac-
ter n-grams. In Proceedings of the Second Confer-
ence on Machine Translation, pages 612–618, Copen-
hagen, Denmark. Association for Computational Lin-
guistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J. Liu. 2020. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. J. Mach. Learn. Res., 21(1).

Leonardo F. R. Ribeiro, Claire Gardent, and Iryna
Gurevych. 2019. Enhancing AMR-to-text genera-
tion with dual graph representations. In Proceedings
of the 2019 Conference on Empirical Methods in Nat-
ural Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 3183–3194, Hong Kong,
China. Association for Computational Linguistics.

Martin Schmitt, Leonardo F. R. Ribeiro, Philipp Dufter,
Iryna Gurevych, and Hinrich Schütze. 2021. Mod-
eling graph structure via relative position for text
generation from knowledge graphs. In Proceedings
of the Fifteenth Workshop on Graph-Based Methods

for Natural Language Processing (TextGraphs-15),
pages 10–21, Mexico City, Mexico. Association for
Computational Linguistics.

Martin Schmitt, Sahand Sharifzadeh, Volker Tresp, and
Hinrich Schütze. 2020. An unsupervised joint sys-
tem for text generation from knowledge graphs and
semantic parsing. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 7117–7130, Online. As-
sociation for Computational Linguistics.

Edward W Schneider. 1973. Course modularization
applied: The interface system and its implications for
sequence control and data analysis. HumRRO-PP-10-
73. Presented at the meeting of the Association for
the Development of Instructional Systems (ADIS),
April 1972.

Thibault Sellam, Dipanjan Das, and Ankur Parikh. 2020.
BLEURT: Learning robust metrics for text genera-
tion. In Proceedings of the 58th Annual Meeting of
the Association for Computational Linguistics, pages
7881–7892, Online. Association for Computational
Linguistics.

Bilin Shao, Xiaojun Li, and Genqing Bian. 2021. A
survey of research hotspots and frontier trends of
recommendation systems from the perspective of
knowledge graph. Expert Systems with Applications,
165:113764.

Matthew Snover, Bonnie Dorr, Rich Schwartz, Linnea
Micciulla, and John Makhoul. 2006. A study of trans-
lation edit rate with targeted human annotation. In
Proceedings of the 7th Conference of the Association
for Machine Translation in the Americas: Technical
Papers, pages 223–231, Cambridge, Massachusetts,
USA. Association for Machine Translation in the
Americas.

Linfeng Song, Ante Wang, Jinsong Su, Yue Zhang, Kun
Xu, Yubin Ge, and Dong Yu. 2021. Structural infor-
mation preserving for graph-to-text generation. arXiv
preprint arXiv:2102.06749.

Denny Vrandečić and Markus Krötzsch. 2014. Wiki-
data: a free collaborative knowledgebase. Communi-
cations of the ACM, 57(10):78–85.

Yashen Wang, Huanhuan Zhang, Yifeng Liu, and Haiy-
ong Xie. 2019. Kg-to-text generation with slot-
attention and link-attention. In Natural Language
Processing and Chinese Computing, pages 223–234,
Cham. Springer International Publishing.

Zixiaofan Yang, Arash Einolghozati, Hakan Inan, Keith
Diedrick, Angela Fan, Pinar Donmez, and Sonal
Gupta. 2020. Improving text-to-text pre-trained mod-
els for the graph-to-text task. In Proceedings of the
3rd International Workshop on Natural Language
Generation from the Semantic Web (WebNLG+),
pages 107–116, Dublin, Ireland (Virtual). Associ-
ation for Computational Linguistics.

50

https://doi.org/10.18653/v1/2021.naacl-main.37
https://doi.org/10.18653/v1/2021.naacl-main.37
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.18653/v1/W15-3049
https://doi.org/10.18653/v1/W15-3049
https://doi.org/10.18653/v1/W17-4770
https://doi.org/10.18653/v1/W17-4770
https://doi.org/10.18653/v1/D19-1314
https://doi.org/10.18653/v1/D19-1314
https://doi.org/10.18653/v1/2021.textgraphs-1.2
https://doi.org/10.18653/v1/2021.textgraphs-1.2
https://doi.org/10.18653/v1/2021.textgraphs-1.2
https://doi.org/10.18653/v1/2020.emnlp-main.577
https://doi.org/10.18653/v1/2020.emnlp-main.577
https://doi.org/10.18653/v1/2020.emnlp-main.577
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113764
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113764
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113764
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113764
https://aclanthology.org/2006.amta-papers.25
https://aclanthology.org/2006.amta-papers.25
https://arxiv.org/abs/2102.06749
https://arxiv.org/abs/2102.06749
https://aclanthology.org/2020.webnlg-1.11
https://aclanthology.org/2020.webnlg-1.11


Xunjian Yin and Xiaojun Wan. 2022. How do Seq2Seq
models perform on end-to-end data-to-text genera-
tion? In Proceedings of the 60th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 7701–7710, Dublin,
Ireland. Association for Computational Linguistics.

Shuzhou Yuan and Michael Färber. 2023. Evaluating
generative models for graph-to-text generation. arXiv
preprint arXiv:2307.14712.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore: Eval-
uating text generation with BERT. arXiv preprint
arXiv:1904.09675.

Li Zhou, Jianfeng Gao, Di Li, and Heung-Yeung Shum.
2020. The design and implementation of xiaoice,
an empathetic social chatbot. Comput. Linguist.,
46(1):53–93.

51

https://doi.org/10.18653/v1/2022.acl-long.531
https://doi.org/10.18653/v1/2022.acl-long.531
https://doi.org/10.18653/v1/2022.acl-long.531
https://arxiv.org/abs/2307.14712
https://arxiv.org/abs/2307.14712
https://arxiv.org/abs/1904.09675
https://arxiv.org/abs/1904.09675
https://doi.org/10.1162/coli_a_00368
https://doi.org/10.1162/coli_a_00368


A WebNLG results, Russian

Team BLEU BLEU METEOR CHRF++ TER BERT BERT BERT
NLTK Prec. Recall F1

bt5 0.516 0.521 0.676 0.683 0.420 0.909 0.907 0.907
cuni-ufal 0.529 0.532 0.672 0.677 0.398 0.914 0.905 0.909
Huawei Noah’s Ark Lab 0.468 0.468 0.632 0.637 0.456 0.899 0.890 0.893
FBConvAI 0.453 0.451 0.617 0.641 0.452 0.903 0.894 0.898
OSU Neural NLG 0.473 0.477 0.616 0.622 0.453 0.897 0.882 0.888
med 0.431 0.430 0.576 0.595 0.487 0.898 0.873 0.884
Baseline-FORGE2020 0.255 0.256 0.467 0.514 0.665 0.841 0.835 0.837
ChatGPT 0.166 0.168 0.403 0.459 0.777 0.815 0.828 0.821

Table 4: ChatGPT’s performance on the WebNLG Russian-ALL task.

B Prompts for KG-to-text on WebNLG 2020 data

B.1 English

The system prompt was "You are a linguistic robot that translates messages in the form of triples into text."
The user prompt was "Please convert these triples into a single piece of clear text. Do not give any

comments or explanations, just write the text as your response. Do not include any information or
assumptions beyond what is stated in the triples. The order of the triples does not matter.", followed by a
newline-separated list of the triples that were part of the prompt. Triples were preprocessed to remove
underscores within the names of entities, but otherwise presented in the same format as in the WebNLG
2020 dataset.

B.2 Russian

The system prompt was "You are a linguistic robot that translates messages in the form of triples into
Russian text."

The user prompt was "Please convert these triples into a single piece of clear text in Russian. Your
entire response must be in Russian. Your goal is to convert the triples into a piece of Russian text that
expresses the meaning of all the triples at the same time, not to translate the triples into Russian. Do not
give any comments or explanations, just write this piece of Russian text that expresses the triples as your
response. Do not include any information or assumptions beyond what is stated in the triples. The order
of the triples does not matter.", followed by a newline-separated list of the triples that were part of the
prompt. Triples were preprocessed to remove underscores within the names of entities, but otherwise
presented in the same format as in the WebNLG 2020 dataset.

C Prompt for KG-to-text on WikiData corpus

The system prompt was "You are a linguistic robot that translates messages in the form of triples into text.
You may only return a single sentence and you can’t use semicolons as part of your answer."

There were two user prompts. The first was "Please convert this triple into a single sentence. Do not
insert any other information or commentary.", followed by the first triple in the list of triples.

The second user prompt was "Now insert all of the following triples into that sentence. Keep the length
as short as possible. Do not insert any other information or commentary than these triples and the previous
triple I gave you:", followed by a newline-separated list of the triples beyond the first.
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C.1 Instantiated with data from Figure 1

System

You are a linguistic robot that translates messages in the form of triples into text. You may only return a
single sentence and you can’t use semicolons as part of your answer.

User

Please convert this triple into a single sentence. Do not insert any other information or commentary.
Georgina Cassar / Sport / rhythmic gymnastics

Assistant

Georgina Cassar practices rhythmic gymnastics as her sport.

User

Now insert all of the following triples into that sentence. Keep the length as short as possible. Do not
insert any other information or commentary than these triples and the previous triple I gave you:
Georgina Cassar / Participant in / 2010 Commonwealth Games
Georgina Cassar / Date of birth / September 9th, 1993

Assistant

Georgina Cassar, born on September 9th, 1993, practices rhythmic gymnastics as her sport and participated
in the 2010 Commonwealth Games.

D Prompt to generate fictional examples of WikiData class

This prompt used GPT-3 and thus is not split into system, user and assistant like the previous prompts. If
we had one example of the class we wanted to generate fictional examples of, the prompt started with:

"(the example)" is an example of "(the WikiData label of the class)".

If there was more than one example, it instead started with:

(the first N - 1 examples, each in quotes, separated by commas) and "(the last example)" are
examples of "(the WikiData label of the class)"

The resulting string was then appended with the following template to create the final prompt:

Please give me (the number needed to fill in every fictional graph) fictional examples of "(the
WikiData label of the class)" for a short story I’m writing. Only give the name or title of the
fictional (the WikiData label of the class) and no description. I want the names to be completely
new and made up so no one recognises them.

1:

The prompt ended with a tailing 1: to prompt the LLM into providing the results as a numbered list.
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E List of inserted hallucinations

Factual
• Text states the subject was survived by his sibling.
• Text states subject is a former air force colonel and officer, despite no end of employment or position

being stated in the triples.
• Text states subject was French, but triples state subject wrote in French and died in Paris.
• Text states that the subject’s parents were Buddhist, but the triples state that the subject was Buddhist.
• The text states that the subject died while still employed by TU Dresden, but the triples state the two

events independently of each other.
• Text specifies that the subject worked at a company before becoming president, but triples do not

specify the order of events.
• Triples don’t state when the subject had a child named Fusu, but text states he had the son before

becoming king.
• Triples don’t state who Raghad Hussein’s mother was, but the text makes the connection.
• The triples don’t state that Emperor Shun was the subject’s predecessor, but the text does.
• Text assumes an order of occupations.
• Triples do not state that the subject was survived by his wife, but text does.
• Text additionally states the subject worked at Fort Sarah Bernhardt, not supported by the triples.

Counterfactual
• Text says Francoise Robin died in 1946; triples do not mention this year at all.
• Text states that the subject participated in the 2008 Summer Olympics as a footballer, but triples are

ambiguous about the sport.
• Triples are ambiguous about whether the subject makes or plays music, but text states "composer".
• Text makes unjustified assumption that subject was survived by his son.
• Text states that subject wrote in Russian "despite" being depicted by the Primavera.
• Text states subject’s paintings are held in a gallery "despite" being a pharaoh.
• Text states that the Fortin de Kerdonis is located in the 6th arrondissement of Paris, which is not in

the triples.
• Text states subject was Belarusian-Canadian, despite the triples not claiming he was Canadian.
• Text states a specific painting is in the collection of Kunstmuseum, despite the triples saying the artist

has paintings there, and that the artist also made the specific painting. Artists can have paintings in
many places at the same time.

• Text states a specific painting is in the collection of the National Gallery, despite the triples saying
the artist has paintings there, and that the artist also made the specific painting. Artists can have
paintings in many places at the same time.

Fictional
• Text assumes a marriage happened in the city of Valerusse, triples do not state this.
• Text assumes that the subject replaced her mother as Sultan of the Deep, but triples simply say subject

was Sultan of the Deep, and replaced her mother.
• Text states subject was survived by his father and spouse despite neither being claimed by the triples.
• Text states subject is in Ugolaver with her child; triples simply state subject works in Ugolaver and

has a child, but child could be old enough to live somewhere else, etc.
• Text states subject was influenced by Defender Kael in a specific field, but triples simply state she

was active in that field, and was influenced by Defender Kael.
• Text implies the influence of Unai Moravec led to the subject’s death, but triples simply state subject

died and was influenced by Unai Moravec.
• Text states subject is archived together with his wife, which is not stated by the triples, which simply

state that the subject has archives at a specific location.

Table 5: A summary of every hallucination of the type where the LLM added in information that was not in its
prompt that we were able to find in our 210-graph WikiData dataset.
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