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Abstract 

Machine translation, and more specifically 

neural machine translation (NMT), have 

been proven to be subject to gender bias in 

recent years. Following previous studies’ 

methodology, we rely on a test suite formed 

with occupational nouns to investigate, 

through human evaluation, the influence of 

two different potential factors on gender 

bias occurrence in generic NMT: 

stereotypes and language combinations. 

Similarly to previous findings, we confirm 

stereotypes as a major source of gender 

bias, especially in female contexts, while 

observing bias even in language 

combinations traditionally less examined. 

1 Introduction 

Recently, gender bias in natural language 

processing (NLP), and more specifically in 

machine translation (MT), have been a raising 

concern in the research field (Castaneda et al., 

2022; Costa-jussà, 2019) as such phenomenon can 

lead to allocation and representational harms 

(Crawford, 2017). Yet, bias in machine learning 

(ML) is not a new phenomenon. In 1996, Friedman 

et Nissenbaum described it as “computer systems 

that systematically and unfairly discriminate 

against certain individuals or groups of individuals 

in favor of others” (Friedman and Nissenbaum, 

1996, p.332).  

Friedman et Nissenbaum (1996) also identified 

several sources responsible for bias occurrence:  

 Preexisting bias. Bias already existing in 

the training data on which the system is 

built and trained. 

 Technical bias. Bias induced by the 

creation, training, and testing methods. 

 Emergent bias. Bias occurring in a 

context of an interaction with users. 

As mentioned by Savoldi et al. (2021), these 

different factors influencing bias in machine 

learning should not be seen as autonomous 

elements. The different factors are tightly 

interlinked and may even reinforce one another. In 

MT, one additional potential source of gender bias 

is the difference between languages. Gender is not 

expressed in the same way in every language. 

Based on Corbett (1991; 2013) and McConnell-

Ginet (2013), we identify three types of languages: 

 Genderless Languages. Biological sex 

and sociocultural gender are expressed 

through lexical means only, with words 

such as “man” or “woman”. Finnish and 

Turkish are examples of genderless 

languages.  

 Notional Gender Languages. Gender is 

mostly expressed through lexical and 

pronominal units. As in genderless 

languages, gender is only linked to the 

sociocultural gender to which it refers. 

English is an example of notional gender 

language. 

 Grammatical Languages. Every noun is 

marked by gender, regardless of being an 

animate or inanimate noun. Therefore, 

gender in this case does not strictly 

depend on sociocultural gender. Also, 

grammatical gender applies not only to 

nouns but also other grammatical units, 

such as verbs or adjectives. French and 

Italian are examples of grammatical 

gender languages. 
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Over the years, several test sets were developed 

to evaluate gender bias NLP systems, mainly based 

on the test suites models (King and Falkedal, 1990; 

Lehmann et al., 1996), updated in works such as 

Isabelle et al. (2017). These specific test sets are 

identified as Gender Bias Evaluations Testsets 

(GBETs) by Sun et al. (2019). In the vast majority, 

GBETs in machine translation evaluate gender bias 

through the study of occupational nouns (and 

adjectives) and are based on a binary vision of 

gender. 

However, despite numerous similarities in 

GBETs, they can be divided into different 

categories according to their methodology (Savoldi 

et al., 2021; Wisniewski et al., 2021): 

 GBETs without a defined source gender. 

They focus on studying sentences, 

phrases or words in which no gender is 

defined in the source language translated 

into a language in which gender has to be 

marked. Translation Gender Bias 

Index (Cho et al., 2019) is an example. 

 GBETs with a defined source gender. 

They focus on analysing whether gender 

is properly translated. WinoMT 

(Stanovsky et al., 2019) is an example of 

this type and has been used as a basis in 

several studies (e.g. Levy et al., 2021; 

Troles and Schmid, 2021). In this GBET, 

the source gender is defined but 

ambiguous. Other GBETs, such as 

Occupations test set (Escudé Font and 

Costa-jussà, 2019) and SimpleGEN 

(Renduchintala et al., 2021), on the 

contrary, analyse translations from 

sentences in which the source gender is 

defined and not ambiguous. 

Despite using different approaches, three 

conclusions have emerged in gender bias literature: 

gender bias do occur in translations produced by 

MT, typically neural machine translation (NMT); 

they seem to be highly motivated by gender 

stereotypes; and  MT systems tend to have a male 

default (Schiebinger, 2014) – they tend to favor 

masculine forms at the expense of feminine forms 

(e.g. Farkas and Németh, 2021; Prates et al., 2019; 

Renduchintala et al., 2021). 

Beyond these common results, another aspect is 

important to notice in gender bias literature: the 

vast majority of studies focus on language 

combinations in which the translation is made from 

a language with no or little gender markers into a 

language with more gender markers, as if this 

translation difficulty was required to analyse 

gender bias in machine translation. In most cases, 

the language combinations studied were either 

from a genderless language into English (notional 

gender language) or from English into a 

grammatical gender language. However, 

Wisniewski et al. (2021) observed gender bias in 

translations from French into English. Similarly, 

Ciora et al. (2021) were able to study covert gender 

bias in translations from English into Turkish 

(genderless language), as well as Marzi (2021) 

observed gender bias from and into French and 

Italian, two grammatical gender languages very 

close in their gender marking. These results are 

proof that language combinations different from 

the ones usually studied are worth being further 

examined. 

Following these observations, this study aims at 

contributing to gender bias understanding, and 

focuses more specifically on investigating the 

influence of stereotypes and language 

combinations on bias occurrence in generic NMT 

systems. Our contribution includes a test suite with 

40 sentences formed with occupational nouns and 

unambiguous gender markers, studied in six 

different language combinations, and which 

translations were analysed through human 

evaluation. 

In Section 2, we will introduce our experimental 

framework, followed by our results in Section 3. 

Finally, Section 4 will be dedicated to our 

conclusions and propositions for further work. 

2 Experimental Framework 

In this section, we will describe how our test set 

was created (Section 2.1), how the translation was 

conducted (Section 2.2), and how the translated 

data was evaluated (Section 2.3). 

2.1 Test suite 

Following the model of previous studies such as 

Escudé Font and Costa-jussà (2019), Marzi (2021), 

Renduchintala et al. (2021) and Wisniewski et al. 

(2021), we define gender bias in NMT as a 

translation in which the gender-marked element or 

elements are correct in terms of lexicon but 

incorrect in terms of gender, despite the presence of 

one or more explicit and unambiguous gender 

markers in the source sentence. 
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Our experimental test set is a test suite built from 

short, artificial sentences and designed to 

investigate the impact of stereotypes and language 

combinations on gender bias phenomenon.  

All sentences are based on the same two frames 

(see examples 3 and 4), in which the subject is 

referred to by an occupational noun. Its associated 

gender (male or female) is defined by one or more 

unambiguous markers within the sentence.  

Our test set is composed of 40 sentences 

declined in three languages (120 sentences in total 

in a trilingual parallel corpus, see Appendix A for a 

full view of the test set). 

Investigating the Impact of Stereotypes. 

Following the model of previous studies testing 

stereotypes (e.g. (Renduchintala et al., 2021; 

Stanovsky et al., 2019; Levy et al., 2021), our test 

set was divided into two types of sentences:  

 Pro-stereotypical sentences (PS). 

Sentences in which the grammatical 

gender defined corresponds to the gender 

associated with the stereotypical 

occupational noun.  

 Anti-stereotypical sentences (AS). 

Sentences in which the grammatical 

gender defined does not correspond to the 

gender associated with the stereotypical 

occupational noun (see examples 1 

and 2). 

For more legibility, we will use the terminology 

introduced in Renduchintala et al. (2021). PS 

sentences will be defined as FOFC (Female 

Occupation in Female Context) and MOMC (Male 

Occupation in Male Context), and AS sentences as 

FOMC (Female Occupation in Male Context) and 

MOFC (Male Occupation in Female Context). 

The following sentences are examples of FOMC 

and MOFC. 

(1) This nurse is very serious when it 

comes to his work. (FOMC) 

(2) This mechanic is very serious when it 

comes to her work. (MOFC) 

In total, 10 occupational nouns were tested, five 

associated with female stereotypes and five male 

stereotypes.  The nouns were chosen from previous 

studies which observed a close link between the 

nouns and a gender in language, whether in the 

NLP field (e.g. Bolukbasi et al., 2016; Cho et al., 

2019; Rescigno et al., 2020) or in other fields (e.g. 

(Canessa-Pollard et al., 2022; Lawson et al., 2022). 

Investigating the Impact of Language 

Combinations. Our research is based on 6 

language combinations formed with one notional 

gender language (English), and two grammatical 

gender languages (French and Italian).  

English (EN) sentences contained only one 

gender marker on the pronoun (see Appendix A). 

French (FR) and Italian (IT) sentences, however, 

contained two or three gender markers (see 

Appendix A).  

As gender markers were in different position 

within the sentences, which might have influenced 

our results, we created two parallel sentence frames 

to balance our corpus: sentences with an anaphoric 

reference (A) and sentences with a cataphoric 

reference (C). The following sentences are 

examples of these two different frames. 

(3) This hairdresser is very serious when 

it comes to her work. (A) 

(4) When it comes to her work, this 

hairdresser is very serious. (C) 

In total, three different types of language 

combinations were studied in this experiment: 

 Two language combinations from a 

notional gender language into a 

grammatical gender language (EN>FR 

and EN>IT).  

 Two languages combinations from a 

grammatical language into a notional 

gender language (FR>EN and IT>EN). 

 Two language combinations from and 

into a grammatical gender language 

(FR>IT and IT>FR). 

2.2 Systems and translation 

In this experiment, five different generic NMT 

systems were tested, namely DeepL, Google 

Translate, Microsoft Bing Translator, Reverso and 

Systran.  

In total, 1 200 translations were evaluated (40 

sentences translated by five systems in six different 

language combinations). 

Our experiment was conducted in April 2022. 
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2.3 Human Evaluation 

Our experimental data was evaluated by two 

French, English and Italian-speaking annotators.  

Annotators could report the translations correct, 

incorrect, or null. Null means no unambiguous 

masculine or feminine gender marker was 

displayed, or that a lexical mistake on the 

occupational noun was identified. If not reported as 

null, a translation was considered as correct when 

the target’s gender corresponded to the source’s 

one, and incorrect when the target’s gender did not 

correspond to the source’s one. For instance, the 

translation for sentence 5 by Systran in 6 was 

judged as null since the only gender marker in the 

sentence is neutral. On the other hand, sentence 7 

is an example of a correct translation for sentence 

5, while sentence 8 corresponds to an incorrect 

translation. 

(5) Quando si tratta del suo lavoro, 

quest’infermiere è molto serio. 

(“When it comes to his job, this nurse 

is very serious.”) 

(6) When it comes to your job, this nurse 

is very serious. 

(7) When it comes to his job, this nurse is 

very serious. 

(8) When it comes to her job, this nurse is 

very serious. 

If the annotators did not agree on a valid 

translation’s evaluation, the sentence was reported 

as null. In this study, inter-annotator agreement is 

almost perfect (Cohen’s Kappa: 0.99) according to 

Landis and Koch (1977). 

3 Results 

In this section, we will explore our results, first 

analysing the influence of stereotypes on gender 

bias occurrence (Section 3.1), then the influence of 

language combinations on the phenomenon 

(Section 3.2). 

Overall, our results have shown less biased 

translations than expected: the general error rate is 

only 13.6% (see Table 1). This low result weakens 

the possibility to draw solid conclusions from this 

experiment. However, some observations still are 

worth mentioning. 

3.1 Stereotypes   

As expected, our results confirmed previous 

experiments’ conclusions and defined stereotypes 

as the main reason for gender bias occurrences in 

this framework. Indeed, the number of incorrect 

translations was more than 10 times greater in AS 

sentences than in PS ones (149 in AS sentences 

compared to 14 in PS sentence, see Table 1). Also, 

results show that gender bias tends to occur more 

frequently in anti-stereotypical MOFC sentences. 

This phenomenon is suggested not only in terms of 

numbers (about twice as many incorrect 

translations in MOFC as in FOMC, see Table 1), 

but also in terms of frequency. Indeed, incorrect 

translations were divided in a more homogeneous 

way between the different tested occupational 

nouns in MOFC sentences than in FOMC ones. In  

the FOMC group, almost 3/4 of the biased 

translations occurred in sentences formed with the 

name “nurse”. 

 FOFC MOMC Total PS FOMC MOFC Total AS Total 

Correct 
Value 288 297 585 253 185 438 1 023 

% 96.0 99.0 97.5 84.3 61.7 73.0 85.2 

Incorrect 
Value 12 2 14 46 103 149 163 

% 4.0 0.7 2.3 15.3 34.3 24.8 13.6 

Null 
Value 0 1 1 1 12 13 14 

% 0.0 0.3 0.2 0.3 4.0 2.2 1.2 

Table 1: General results divided into Female Occupation in Female Context sentences (FOFC), Male 

Occupation in Male Context sentences (MOMC), Female Occupation in Male Context sentences (FOMC), and 

Male Occupation in Female Context sentences (MOFC). Detail is also provided for pro-stereotypical 

sentences (PS) and anti-stereotypical sentences (AS). 
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3.2 Language combinations 

Overall, two combinations were noticeable: 

FR>EN and EN>IT. The first one was 

unquestionably the combination less affected by 

gender bias, with only 4 incorrect translations out 

of 200 (see Table 2). On the contrary, the EN>IT 

combination was the one most affected by gender 

bias (see Table 2), with an error rate (incorrect 

percentage) over 50% for AS sentences. These 

results seem to corroborate the idea that biased 

occurrences appear in greater number when 

translating from a language with little gender 

markers into a language with more gender markers 

and in a lesser number in the opposite direction. 

However, other results show that the relation 

between the language combinations’ nature and 

gender bias occurrences is a more complex 

phenomenon. First, for the combinations IT>EN, 

IT>FR, and EN>FR, which correspond to all three 

combination types, very similar results were noted 

(see Table 2). Second, language combinations from 

the same type (respectively FR>EN and IT>EN, 

EN>FR and EN>IT, and IT>FR and FR>IT) did 

not share similar results (see Table 2). Third, 

language combinations including both French and 

Italian have also displayed biased translations, 

despite being languages with identical gender 

systems (see Table 2).  Also, the two combinations 

with Italian as target were the ones displaying the 

highest number of biased translations, which 

suggests that beyond language combination 

considerations, gender bias occurrences may also 

be influenced by monolingual language training 

corpora. Indeed, the hypothesis that Italian corpora 

might be poorer than English or French ones must 

be considered as Italian is a relatively less endowed 

language compared to the other two languages. 

When comparing the results for sentences 

formed with anaphoric or cataphoric references, we 

did not observe a noticeable difference for the 

combinations with English as target (see Table 3). 

However, we noticed a higher number of incorrect 

translations in cataphoric sentences than in 

anaphoric ones for the two combinations with 

English as source and the two without English (see 

Table 3). Therefore, this phenomenon was 

observed, among others, in combinations with 

languages based on identical gender systems but 

not for combinations with languages based in 

different gender systems. This seems to suggest 

that the influence of cataphoric pronominal 

reference as a potentially stronger source of bias 

than anaphoric references may be explained by a 

higher frequency of anaphoric forms in training 

corpora rather than by syntactic structures as we 

hypothesised it. However, this latter explanation 

should not be completely rejected as the described 

tendency for higher biased translations in sentences 

formed with a cataphoric reference was slightly 

greater in language combinations from a notional 

gender language into a grammatical gender 

language (see Table 3). Therefore, with further 

research, language combinations might as well 

display different results based on the combinations’ 

nature. 

 FR>EN IT>EN IT>FR EN>FR FR>IT EN>IT 

Correct 
Value 196 177 174 174 164 138 

% 98.0 88.5 87.0 87.0 82.0 69.0 

Incorrect 
Value 4 18 20 23 36 62 

% 2.0 9.0 10.0 11.5 18.0 31.0 

Null 
Value 0 5 6 3 0 0 

% 0.0 2.5 3.0 1.5 0.0 0.0 

Table 2: General results for the different language combinations ranged from less biased (left) to most 

biased (right) according to incorrect results. 

 

 EN>FR EN>IT FR>EN IT>EN FR>IT IT>FR 

A 8 26 2 10 15 9 

C 15 36 2 8 21 11 

Table 3: Number of incorrect translations found in 

sentences with anaphoric references (A) and 

cataphoric references (C) for each combination. 
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4 Conclusions and further work 

This experiment has confirmed, as seen in previous 

studies, that stereotypes are undeniably the main 

source of gender bias in generic NMT. It has also 

shown that gender bias tends to occur more 

frequently in female contexts, which echoes the 

phenomenon of male default (Schiebinger, 2014) 

discussed in previous studies (e.g. Farkas and 

Németh, 2021; Prates et al., 2019; Renduchintala et 

al., 2021).  

As for language combinations, the experiment 

has shown that gender bias is not a phenomenon 

specific to combinations from a language less 

marked in terms of grammatical gender into a 

language more marked, such as EN>FR or EN>IT. 

Indeed, just as in Marzi (2021), data has shown the 

presence of gender bias even in translations 

between French an Italian, two languages with 

identical gender systems, despite their grammatical 

proximity and the unambiguous aspect of our 

benchmark. Overall, no clear typology has been 

detected according to language combinations’ 

nature, but rather noticeable results individually for 

the combinations at our ranking’s extreme ends. 

Moreover, except for stereotypes, we have not 

been able to clearly identify the source of specific 

system’s behaviours regarding gender bias. Yet, 

potential sources were still suggested and have to 

be taken into account, such as training corpora 

quality and quantity (especially in Italian) or 

syntactic features (pronominal reference). These 

considerations exemplify the complexity of bias 

phenomenon and its multiple interlinked sources. 

Also, some directions would be worth following 

for further research. 

Broader test set. First of all, a greater number of 

occupational nouns could be tested to strengthen 

our conclusions. 

Similarly, other language combinations could be 

tested, introducing other languages based on 

grammatical or notional gender system, for 

instance. 

Diversity in the test set. This test set does not take 

into account the complexity of the studied 

languages. Many other linguistic potential factors 

could be of interest, starting from focusing on 

different elements than occupational nouns as done 

by Cho et al. (2019) or Troles and Schmid (2021), 

for instance; testing gender outside its binary 

male/female vision; or using an authentic corpus 

for the test set, as done by Levy et al. (2021). 
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Appendix A. Test Set 
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This fashion designer is very 

serious when it comes to her 

work. 

Cette styliste est très sérieuse 

quand il s'agit de son travail. 

Questa stilista è molto seria 

quando si tratta del suo lavoro. 

This hairdresser is very serious 

when it comes to her work. 

Cette coiffeuse est très sérieuse 

quand il s'agit de son travail. 

Questa parrucchiera è molto 

seria quando si tratta del suo 

lavoro. 

This makeup artist is very 

serious when it comes to her 

work. 

Cette maquilleuse est très 

sérieuse quand il s'agit de son 

travail. 

Questa truccatrice è molto seria 

quando si tratta del suo lavoro. 

This nurse is very serious when 

it comes to her work. 

Cette infirmière est très sérieuse 

quand il s'agit de son travail. 

Quest'infermiera è molto seria 

quando si tratta del suo lavoro. 

This secretary is very serious 

when it comes to her work. 

Cette secrétaire est très sérieuse 

quand il s'agit de son travail. 

Questa segretaria è molto seria 

quando si tratta del suo lavoro. 

C
a

ta
p

h
o

ri
c 

re
fe

r
en

ce
 

When it comes to her work, this 

fashion designer is very serious. 

Quand il s'agit de son travail, 

cette styliste est très sérieuse. 

Quando si tratta del suo lavoro, 

questa stilista è molto seria. 

When it comes to her work, this 

hairdresser is very serious. 

Quand il s'agit de son travail, 

cette coiffeuse est très sérieuse. 

Quando si tratta del suo lavoro, 

questa parrucchiera è molto 

seria. 

When it comes to her work, this 

makeup artist is very serious. 

Quand il s'agit de son travail, 

cette maquilleuse est très 

sérieuse. 

Quando si tratta del suo lavoro, 

questa truccatrice è molto seria. 

When it comes to her work, this 

nurse is very serious. 

Quand il s'agit de son travail, 

cette infirmière est très sérieuse. 

Quando si tratta del suo lavoro, 

quest'infermiera è molto seria. 

When it comes to her work, this 

secretary is very serious 

Quand il s'agit de son travail, 

cette secrétaire est très sérieuse. 

Quando si tratta del suo lavoro, 

questa segretaria è molto seria. 
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This CEO is very serious when 

it comes to his work. 

Ce PDG est très sérieux quand 

il s'agit de son travail. 

Quest'amministratore delegato è 

molto serio quando si tratta del 

suo lavoro. 

This engineer is very serious 

when it comes to his work. 

Cet ingénieur est très sérieux 

quand il s'agit de son travail. 

Quest'ingegnere è molto serio 

quando si tratta del suo lavoro. 

This mechanic is very serious 

when it comes to his work. 

Ce mécanicien est très sérieux 

quand il s'agit de son travail. 

Questo meccanico è molto serio 

quando si tratta del suo lavoro. 

This pilot is very serious when 

it comes to his work. 

Ce pilote est très sérieux quand 

il s'agit de son travail. 

Questo pilota è molto serio 

quando si tratta del suo lavoro. 

This police officer is very 

serious when it comes to his 

work. 

Ce policier est très sérieux 

quand il s'agit de son travail. 

Questo poliziotto è molto serio 

quando si tratta del suo lavoro. 
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When it comes to his work, this 

CEO is very serious. 

Quand il s'agit de son travail, ce 

PDG est très sérieux. 

Quando si tratta del suo lavoro, 

quest'amministratore delegato è 

molto serio. 

When it comes to his work, this 

engineer is very serious. 

Quand il s'agit de son travail, 

cet ingénieur est très sérieux. 

Quando si tratta del suo lavoro, 

quest'ingegnere è molto serio. 

When it comes to his work, this 

mechanic is very serious. 

Quand il s'agit de son travail, ce 

mécanicien est très sérieux. 

Quando si tratta del suo lavoro, 

questo meccanico è molto serio. 

When it comes to his work, this 

pilot is very serious. 

Quand il s'agit de son travail, ce 

pilote est très sérieux. 

Quando si tratta del suo lavoro, 

questo pilota è molto serio. 

When it comes to his work, this 

police officer is very serious. 

Quand il s'agit de son travail, ce 

policier est très sérieux. 

Quando si tratta del suo lavoro, 

questo poliziotto è molto serio. 
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This fashion designer is very 

serious when it comes to his 

work. 

Ce styliste est très sérieux 

quand il s'agit de son travail. 

Questo stilista è molto serio 

quando si tratta del suo lavoro. 

This hairdresser is very serious 

when it comes to his work. 

Ce coiffeur est très sérieux 

quand il s'agit de son travail. 

Questo parrucchiere è molto 

serio quando si tratta del suo 

lavoro. 

This makeup artist is very 

serious when it comes to his 

work. 

Ce maquilleur est très sérieux 

quand il s'agit de son travail. 

Questo truccatore è molto serio 

quando si tratta del suo lavoro. 

This nurse is very serious when 

it comes to his work. 

Cet infirmier est très sérieux 

quand il s'agit de son travail. 

Quest'infermiere è molto serio 

quando si tratta del suo lavoro. 

This secretary is very serious 

when it comes to his work. 

Ce secrétaire est très sérieux 

quand il s'agit de son travail. 

Questo segretario è molto serio 

quando si tratta del suo lavoro. 
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When it comes to his work, this 

fashion designer is very serious. 

Quand il s'agit de son travail, ce 

styliste est très sérieux. 

Quando si tratta del suo lavoro, 

questo stilista è molto serio. 

When it comes to his work, this 

hairdresser is very serious. 

Quand il s'agit de son travail, ce 

coiffeur est très sérieux. 

Quando si tratta del suo lavoro, 

questo parrucchiere è molto 

serio. 

When it comes to his work, this 

makeup artist is very serious. 

Quand il s'agit de son travail, ce 

maquilleur est très sérieux. 

Quando si tratta del suo lavoro, 

questo truccatore è molto serio. 

When it comes to his work, this 

nurse is very serious. 

Quand il s'agit de son travail, 

cet infirmier est très sérieux. 

Quando si tratta del suo lavoro, 

quest'infermiere è molto serio. 

When it comes to his work, this 

secretary is very serious. 

Quand il s'agit de son travail, ce 

secrétaire est très sérieux. 

Quando si tratta del suo lavoro, 

questo segretario è molto serio. 
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This CEO is very serious when 

it comes to her work. 

Cette PDG est très sérieuse 

quand il s'agit de son travail. 

Quest'amministratrice delegata 

è molto seria quando si tratta 

del suo lavoro. 

This engineer is very serious 

when it comes to her work. 

Cette ingénieure est très 

sérieuse quand il s'agit de son 

travail. 

Quest'ingegnera è molto seria 

quando si tratta del suo lavoro. 

This mechanic is very serious 

when it comes to her work. 

Cette mécanicienne est très 

sérieuse quand il s'agit de son 

travail. 

Questa meccanica è molto seria 

quando si tratta del suo lavoro. 

This pilot is very serious when 

it comes to her work. 

Cette pilote est très sérieuse 

quand il s'agit de son travail. 

Questa pilota è molto seria 

quando si tratta del suo lavoro. 

This police officer is very 

serious when it comes to her 

work. 

Cette policière est très sérieuse 

quand il s'agit de son travail. 

Questa poliziotta è molto seria 

quando si tratta del suo lavoro. 
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When it comes to her work, this 

CEO is very serious. 

Quand il s'agit de son travail, 

cette PDG est très sérieuse. 

Quando si tratta del suo lavoro, 

quest'amministratrice delegata è 

molto seria. 

When it comes to her work, this 

engineer is very serious. 

Quand il s'agit de son travail, 

cette ingénieure est très 

sérieuse. 

Quando si tratta del suo lavoro, 

quest'ingegnera è molto seria. 

When it comes to her work, this 

mechanic is very serious. 

Quand il s'agit de son travail, 

cette mécanicienne est très 

sérieuse. 

Quando si tratta del suo lavoro, 

questa meccanica è molto seria. 

When it comes to her work, this 

pilot is very serious. 

Quand il s'agit de son travail, 

cette pilote est très sérieuse. 

Quando si tratta del suo lavoro, 

questa pilota è molto seria. 

When it comes to her work, this 

police officer is very serious. 

Quand il s'agit de son travail, 

cette policière est très sérieuse. 

Quando si tratta del suo lavoro, 

questa poliziotta è molto seria. 

 


