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Abstract 

Word embeddings are widely used for diverse 

applications in natural language processing. 

Despite extensive research, it is unclear when 

they succeed or fail to capture human judge-

ments of semantic relatedness and similarity. 

In this study, we examine a range of models 

and experimental datasets1, showing that while 

current embeddings perform reasonably well 

overall, they are unable to account for human 

judgements of antonyms and polysemy. We 

suggest that word embeddings perform poorly 

in representing polysemy and antonymy be-

cause they do not consider the context in 

which humans make word similarity judge-

ments. In support of this, we further show that 

incorporating additional context into trans-

former embeddings using general corpora and 

lexical dictionaries significantly improves the 

fit with human judgments. Our results provide 

insight into two key inadequacies of word em-

beddings, and highlight the importance of in-

corporating word context into representations 

of word meaning when accounting for context-

free human similarity judgments. 

1 Introduction 

Lexical semantics seeks to provide a cognitive 

explanation of how word meaning is represented 

and how semantic relations such as hyponymy, 

antonymy and synonymy are encoded. Vector-

space models are one of the dominant approaches 

 
1 Our code and processed datasets are available at 

https://github.com/bmmlab/lexical-

semantics-eval 

to studying lexical semantics. In vector-space 

models, a word is associated with a vector of real 

numbers called a word embedding, which captures 

information about word co-occurrences in a doc-

ument or sentence. Each component of this vector 

corresponds to an abstract feature in an underlying 

vector space (Almeida and Xexéo, 2019; Lieto et 

al., 2017). The meaning of each word is thus rep-

resented by the direction of its word embedding in 

semantic space. (In this paper we use ‘word em-

beddings’ loosely, referring to any vector repre-

sentation of word meaning using real numbers). 

Word embedding methods are widely used in 

natural language processing, where they are uti-

lised by machine learning architectures that have 

achieved impressive performance on a range of 

applied language tasks (Devlin et al., 2019; Lenci, 

2018; Ranashinghe et al., 2019; Young et al., 

2018). Vector-space semantics models also have a 

natural synergy with neuroimaging techniques 

that measure patterns of voxel activities in re-

sponse to linguistic stimuli, thus providing an 

interface between lexical semantics and cognitive 

neuroscience (Rodrigues et al., 2018; Wang et al., 

2020). It is therefore of considerable interest to 

evaluate the performance of these methods in 

modelling word meanings. 

Vector-space approaches to semantics hypothe-

sise that many aspects of word meaning, including 

semantic relationships such as synonymy, anton-

ymy, hyponymy, and logical inference, can be 

efficiently represented by the relative direction of 

word embeddings in semantic space (Günther et 

al., 2019; Clark, 2015). One way to test this hy-

pothesis is to compare the similarity relations 
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between word embeddings with human judge-

ments of word similarity and relatedness (De 

Deyne et al., 2016; Lenci et al., 2021). A high 

correlation between the similarity structure of 

word embeddings and human similarity judge-

ments is evidence that the embeddings successful-

ly encode information about word meaning and 

semantic relationships between words. 

Existing literature evaluating word embeddings 

against human similarity judgments, however, has 

typically ignored the implicit context humans use 

to make these judgements. We hypothesise that 

this omission is an important factor contributing 

to the relatively poor performance of word em-

bedding models when evaluated against certain 

experimental datasets. 

In this study we focus on two specific semantic 

phenomena in which the effects of context are 

most likely to be apparent: antonymy and polyse-

my. In the case of antonymy, we hypothesise that 

humans judge the meaning of a word differently 

when it is presented in the context of a word op-

posite in meaning. Likewise, we hypothesise that 

humans assess the meaning of polysemous words 

differently than non-polysemous words due to the 

need to use contextual information to select the 

relevant sense. We therefore anticipate an investi-

gation into polysemy and antonymy will be im-

portant for understanding the limitations of word 

embeddings resulting from neglecting context. 

1.1 Vector-space semantics models 

Word embeddings can be constructed using a 

variety of techniques. Predict-based embeddings 

are constructed by training a neural network on a 

word prediction task, such as predicting the next 

word in a text (Baroni, Dinu, & Kruszewski, 

2014). Knowledge-based methods utilise human 

curated datasets of semantic relations such as 

WordNet (Pedersen et al., 2004). Transformers are 

the most recent class of models, which capture 

context-specific meaning using multilayered at-

tention neural networks trained on very large nat-

ural language corpora (Tripathy et al., 2021). 

Transformers can be used to compute word em-

beddings which are modified based on the specific 

usage of the word, and hence are of particular 

value in assessing the effects of word context. 

One of the most common methods for as-

sessing word embeddings is semantic similarity. 

Similarity is sometimes conceptualised as the 

degree to which two words are interchangeable 

(Miller and Charles, 1991). Another metric used 

in the evaluation of word embeddings is semantic 

relatedness. Relatedness refers to the degree to 

which the words share any type of semantic rela-

tion or psychological association (Gladkova et al., 

2016; Hadj Taieb et al., 2020). As an example, 

‘car’ and ‘van’ have high similarity and high relat-

edness, whereas ‘car’ and ‘wheel’ have lower 

similarity but still high relatedness. See Table 1 in 

Appendix A for a summary of major word similar-

ity and relatedness datasets. 

In most experimental studies, participants are 

asked to provide judgements about the similarity 

or relatedness of a set of word pairs, typically 

measured on an ordinal scale (Hill et al., 2015; 

Gerz et al., 2016). The averaged ratings are then 

compared to the cosine similarity of the corre-

sponding word embeddings using a correlation 

coefficient (Vulić, Ponti, et al., 2020). 

Numerous studies have followed this approach 

to investigate the relationship between human 

judgements and word embeddings, as summarised 

in Table 2 in Appendix A. These analyses have 

typically treated such judgements as non-

contextual since word pairs are presented in isola-

tion. However, we argue that this constitutes a 

failure to consider the implicit context provided 

by the second word in each word pair.  Several 

studies have found that presenting words within 

the context of a sentence affects the manner in 

which humans make semantic judgments 

(Armendariz et al., 2020; Haber and Poesio, 2021). 

For example, humans interpret the word ‘bank’ 

differently when presented in a sentence about 

aircraft compared to when presented in a sentence 

about money (Trott and Bergen, 2021). However, 

to our knowledge this effect of context on human 

judgements has not been investigated in experi-

mental datasets consisting solely of word pairs 

presented in the absence of additional context.  

As such, building on previous suggestions 

(Bloch‐Mullins, 2021) we hypothesise that when 

subjects are presented with two words absent 

further context, they assess the meaning of each 

word in the pair based on the implicit context of 

the other word in the pair. In the present study we 

investigate this hypothesis by evaluating the abil-

ity of word embeddings models to represent the 

meaning of antonym pairs and polysemous words. 

These were chosen as inherently relational seman-

tic phenomena where context is most likely to 

affect human similarity judgements. 
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1.2 Antonymy 

Antonyms are words that are ‘opposite in mean-

ing’. They provide a particular challenge for word 

similarity measures, since words like ‘happy’ and 

‘sad’ are similar in that they both describe basic 

emotions, however since they are roughly oppo-

site in meaning, they tend to be given low similar-

ity ratings by humans (Lenci, 2018). It has proven 

difficult to define precisely what is meant by ‘op-

posite meaning’, with different subtypes and vari-

ations of antonymy proposed for different con-

texts or word types (Kotzor, 2021). In this study, 

we use a broad definition of antonymy by identi-

fying verb pairs with varying degrees of con-

trasting or opposing meanings. 

There are also conflicting views about the rela-

tionship between antonymy and similarity. If simi-

larity is defined as the extent to which words are 

used in similar contexts, antonyms usually are 

identical in meaning except for the single dimen-

sion in which they have opposite values 

(Etcheverry and Wonsever, 2019). Conversely, if 

similarity is defined as the extent to which two 

words can be interchanged without loss of mean-

ing, then antonyms have very low similarity 

(Kliegr and Zamazal, 2018). In practise, vector-

space semantic models tend to give fairly high 

similarity ratings to both synonyms and antonyms 

(Nguyen et al., 2016), making it difficult to distin-

guish between these two relations in such models 

(Dou et al., 2018). 

Various methods have been proposed to im-

prove the representation of antonyms, including 

training a classifier over a set of word embeddings 

to distinguish antonyms from synonyms (Ali et al., 

2019; Etcheverry and Wonsever, 2019), combin-

ing thesaurus or other knowledge-based infor-

mation with word embeddings (Dou et al., 2018), 

and modifying standard word embeddings so that 

antonyms are maximally distant in similarity 

space (Nguyen et al., 2016; Samenko et al., 2020). 

However, if the goal is to construct a compre-

hensive representation of word meanings, merely 

being able to distinguish antonyms from syno-

nyms is insufficient. The fundamental difficulty 

appears to be that humans judge the similarity of 

antonyms differently than they judge other words, 

drawing upon background knowledge about the 

salient features for which antonyms have oppos-

ing values, and using the context provided by the 

presentation of words in a pair to judge the sali-

ence of these opposing features (Kotzor, 2021). 

The goal of the present study is to explore the role 

of context in more depth, investigating how anto-

nym representation in word embedding models 

differs from human judgements. 

1.3 Polysemy 

A word is polysemous when it has multiple dis-

tinct but related meanings. For example, the verb 

‘count’ can be used either to describe ‘calculating 

using numbers’ or ‘being included as part of a 

group’. Vector-space models typically do not di-

rectly incorporate polysemy, as the usual approach 

is to learn a single word embedding vector for 

each word (Boleda, 2020; Camacho-Collados and 

Pilehvar, 2018). A major difficulty in incorporat-

ing polysemy into vector-space models is that 

there is no established method for distinguishing 

or enumerating different senses for a given poly-

semous word (Emerson, 2020), or in determining 

how much different senses overlap (Boleda, 2020). 

WordNet provides one commonly-used set of 

senses, though these have been criticised as being 

too finely-grained and lacking any clear structure 

(Palmer et al., 2007).  

Polysemy also presents a problem for evaluat-

ing word embeddings, since humans may use the 

context of the second word in a pair to disambigu-

ate a polysemous word. For instance, when pre-

sented with the pair ‘bank’ and ‘river’, partici-

pants may interpret ‘bank’ as relating to a 

riverbank, while when presented with ‘bank’ and 

‘loan’, they are likely to interpret ‘bank’ as relat-

ing to a financial institution. This differs from 

word embeddings, which typically represent each 

word as a fixed vector regardless of which other 

word it is being compared to. As such, compari-

sons between human similarity judgements and 

word embedding similarities may be limited in 

accuracy by ignoring the contextual effects that 

affect human judgements. 

One potential solution is to replace static word 

embeddings with contextual word embeddings, 

where instead of being fixed for all uses, word 

embeddings are dynamically modified based on 

the context in which they occur (Ethayarajh, 2019; 

Ranashinghe et al., 2019). Contextual embeddings 

can be constructed by transformer-based architec-

tures, which have achieved impressive results at 

sense disambiguation and other investigations of 

word similarity (Garí Soler and Apidianaki, 2021). 

However, the highly flexible and contextual na-

ture of transformer embeddings makes it unclear 
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how exactly these contextual embeddings can be 

interpreted (Ethayarajh, 2019), and whether it 

even makes sense to analyse transformer embed-

dings from two different sentences as existing in 

the same semantic space (Mickus et al., 2019). 

Another problem is that contextual embeddings 

continuously vary in meaning across senses rather 

than forming discrete clusters, which differs from 

how polysemy is typically defined (Yenicelik et 

al., 2020).  

An approach adopted by previous studies is to 

use traditional dictionaries to specify different 

word senses, combining definitions or example 

sentences with transformers to produce contextu-

alised word embeddings for each sense (Ruzzetti 

et al., 2021; Tissier et al., 2017). The present study 

aims to build on previous research by using ex-

ample sentences taken from dictionaries to con-

struct word embeddings specialised for a particu-

lar context. We use these contextualised embed-

dings to investigate the extent to which polysemy 

reduces the ability of word embeddings to account 

for word similarity and relatedness datasets. 

2 Methods 

2.1 Analysis of word embeddings 

In line with previous work, datasets of similarity 

and relatedness judgements were used to evaluate 

word embeddings by computing the Spearman 

correlation coefficient between human judge-

ments and cosine similarities computed by word 

embedding models (Baroni et al., 2014). We used 

Spearman correlation as this is standard practise 

for evaluating ordinal human judgments of world 

similarity (Armendariz et al., 2020). See Table 3 

in Appendix A for a full description of the embed-

dings used in this study. 

Before computing correlations, the stimuli in 

the experimental datasets were pre-processed: 

• All capitalisation was removed for con-

sistency across datasets. 

• Proper nouns were removed, as these have 

different semantic properties to regular 

nouns (Boleda et al., 2017). 

• Word conjugations were altered to be in 

simple present infinitive form.  

• Spelling was standardised to US spelling. 

For the Tr9856 dataset, pre-processing re-

moved so many sentences (mostly due to the 

presence of many proper nouns) that the modified 

dataset was renamed to Tr1058 to reflect that this 

is a small subset of the original dataset. This is 

indicated in Figure 5 in Appendix A. 

For transformer models, decontextualised word 

embeddings were extracted by passing a single 

word to the transformer, averaging over multiple 

tokens when necessary. Contextualised transform-

er embeddings were computed using ERNIE as 

explained in Section 3.3. Embeddings were then 

normalised by dividing by the standard deviation 

in order to mitigate the problem of ‘rogue dimen-

sions’, whereby a small number of dimensions 

account for most of the variation (Timkey and van 

Schijndel, 2021). 

2.2 Verb antonymy 

To assess the way antonyms are represented by 

vector-space semantics models, we manually 

identified antonym and near-antonym word pairs 

in the verb datasets, and computed the Spearman 

correlation between the relevant dataset and word 

embedding cosine similarities, both with and 

without these antonym pairs. The purpose of this 

analysis was to determine whether antonyms are 

represented differently compared to other word 

pairs. Verb datasets were chosen for this task as it 

was observed that the main available noun da-

tasets contained relatively few pairs of antonyms. 

2.3 Verb polysemy 

To measure the effect of polysemy on semantic 

similarity judgements, contextual transformer 

embeddings were reduced to static embeddings 

using procedures developed previously 

(Bommasani et al., 2020; Soper and Koenig, 

2022). The key idea of this approach is to use a 

transformer to compute embeddings of the target 

word in a given sentence context, and then aver-

age over multiple sentences to produce a context-

sensitive static word embedding. By altering the 

sentences used to produce the contextual embed-

ding, the resulting static word embeddings can be 

tailored to particular senses of the target word.  

This method was applied using the ERNIE 

transformer, as it performed similarly to other 

leading transformer models while also being small 

and computationally tractable (see Section 3). We 

produced four distinct contextualised embeddings 

to test a variety of methods for incorporating con-

textual information relevant to polysemy. These 

four methods differ in the amount and quality of 

contextual information provided, as explained 

below and summarised in Table 4 of Appendix A. 



159

Note that in order to disentangle the effects of 

antonymy from those of polysemy, subsequent 

analyses are performed on the verb datasets with 

antonyms removed. 

The ERNIE Wikipedia Basic embeddings were 

computed from a set of sample sentences, each 

containing the target word, from a custom Wik-

ipedia corpus of 10,000 articles. These were se-

lected using a Wikipedia list of key articles, in 

order to provide sentences covering a diverse 

range of topics while also keeping the corpus a 

manageable size. The text of each article was 

imported using a Wikipedia Python API, and then 

processed to remove image captions, tables, cita-

tions, and other metadata. The result was a corpus 

consisting of 2 million sentences. 

Word embeddings were then computed by find-

ing sentences containing each target word within 

the corpus, up to a maximum of 100 sentences per 

target word to avoid wasting computational time 

for very common words. To ensure a match, 

words in each sentence were lemmatised using the 

nltk WordNetLemmatizer (Loper and Bird, 2002). 

Contextualised embeddings were computed for 

each matching sentence using ERNIE, and the 

token embeddings of the target word averaged 

over all sample sentences for that word. A lemma-

tiser was used to automatically conjugate each 

word in the sentence as a noun or verb to match 

the target. In cases in which the target word corre-

sponded to more than one transformer token, the 

embeddings for each token were averaged. 

The ERNIE Wikipedia Verb embeddings were 

computed in the same way, except that words in 

the sample sentences were now always lemma-

tised as verbs, thus ensuring the sample sentences 

reflected cases when the target word was used as a 

verb. This provides a simple method for control-

ling for polysemy of words that are used as both 

nouns and as verbs. A similar approach was taken 

for nouns, though little gain in performance was 

observed (see Figure 5 in Appendix A), so subse-

quent analysis focused only on verb polysemy. 

The ERNIE Dictionary Word embeddings were 

calculated from sample sentences extracted for 

each target word from the Oxford Learner’s Dic-

tionary (Turnbull et al., 2010). It was hypothe-

sised that using sentences tailored to providing 

examples of usage for each word would provide 

better disambiguation of polysemy than a large 

collection of assorted Wikipedia sentences. In this 

case, example sentences were pooled together 

regardless of the sense they corresponded to. 

Finally, the ERNIE Dictionary Sense embed-

dings were constructed by manually separating 

example dictionary sentences into up to six differ-

ent senses for each target word. This was per-

formed by the authors, using the Oxford Learner’s 

Dictionary and Longman Dictionary of Contem-

porary English Online (Pearson, 2023) as guides. 

Senses that shared a common grouping or heading 

in these dictionaries were generally combined, as 

  

Figure 1: Spearman correlations between embedding models (rows) and verb subsets of experimental datasets 

(columns). An asterisk denotes exclusion of antonyms from the dataset. SimLexV indicates the SimLexVerb 

dataset, and likewise for MultiSimV. Average is weighted by dataset size. Note that ERNIE Dict embeddings 

were only computed for verb datasets with antonyms removed. 
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were instances where one sense is a subset of 

another. Rare senses containing few example sen-

tences were excluded to focus on more common 

uses. We anticipated that manual consolidation of 

senses would improve the resulting word embed-

dings by allowing sample sentences to combined 

from the Oxford, Longman, and Collins Online 

Dictionaries (Collins, 2023). 

Furthermore, while the previous methods pool 

all senses together, this approach produces em-

beddings for each individual sense. Such sense 

embeddings can be compared to the experimental 

datasets either by taking the average (mean) over 

all senses, or the maximum (max) similarity over 

all pairwise sense comparisons. We consider the 

maximum pairwise similarity because we hypoth-

esise that participants may be sensitive to the most 

similar senses of two target words. Both results 

are shown in Figure 1.  

3 Results 

3.1 Analysis of word embeddings 

To identify the best-performing embeddings to use 

in subsequent analysis, Spearman correlation co-

efficients between each word embedding model 

and the similarity ratings of all verb-based exper-

imental datasets were computed (Figure 1). For 

comparison, the results for noun datasets are given 

in Appendix A. For both nouns and verbs, Con-

ceptNet embeddings consistently show higher 

correlations with human judgements over almost 

all datasets. Transformers typically perform better 

than count- and predict-based embedding models, 

with GPT-2, ALBERT xxlarge, and ERNIE show-

ing the highest correlations. We also observed 

some clustering of models, with static and contex-

tualised embeddings being more similar to each 

other than to different types of models, as shown 

in Figures 5 and 6 in Appendix A.   

Given its superior performance, ConceptNet 

was chosen as the focus of subsequent analysis of 

antonyms, for which static embeddings are suffi-

cient. ERNIE was selected as a representative 

transformer for analysis of polysemy, as this re-

quired computing contextual embeddings which is 

not possible with ConceptNet.  

3.2 Verb antonymy 

Figure 2 shows scatterplots of ConceptNet cosine 

similarities against three verb-based datasets. The 

difference between the top and bottom rows of the 

subplots shows the effect of removing antonyms, 

which are seen to disproportionally cluster in the 

top left of the scatterplots. Removal of the anto-

nyms substantially improves the fit between ex-

perimental and word embedding similarities, in-

creasing the correlation on the SimVerb dataset 

from 0.572 to 0.675, from 0.533 to 0.706 on the 

SimLexVerb dataset, and from 0.665 to 0.750 on 

the MultiSimVerb dataset. This shows that hu-

mans represent the relations between antonyms 

very differently than do the ConceptNet embed-

 

Figure 2: Effects of removing antonyms (shown in orange) from the SimVerb (left), SimLexVerb (centre), and 

MultiSimVerb (right) datasets, with experimental similarity judgements on the plotted on the horizontal axis 

against ConceptNet cosine similarities (vertical axis). 
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dings. Similar results were observed for ERNIE 

embeddings, as shown in Figure 8 of Appendix A. 

3.3 Verb polysemy 

Figure 3 shows the results of incorporating con-

textual information from corpus and dictionary 

sources by reducing contextual ERNIE embed-

dings to static embeddings, as outlined in Section 

2.3. Relative to the layer 5 ERNIE base embed-

dings, Wikipedia Basic embeddings increase the 

correlation with human judgements in the 

SimVerb dataset by 5 percentage points, Wikipe-

dia Verb embeddings by 8, Dictionary Word em-

beddings by 12, and the Dictionary Sense max 

embeddings by 13 percentage points. 

We also examined the effect of transformer lay-

ers on the correlation with human judgements. 

Consistent with previous studies (Caucheteux et 

al., 2021; Timkey and van Schijndel, 2021), the 

best results are found around the middle layers of 

the transformer, indicating that later layers pro-

gressively incorporate relevant contextual infor-

 

Figure 3: Comparison of the increase in correlation with SimVerb dataset relative to the ERNIE base model for 

the Wikipedia Basic, Wikipedia Verb, and Dictionary Word, and Dictionary Sense max embeddings. Correla-

tions increase as more specific and fine-grained contextual information is added. 

  

   

   

Figure 4: Comparison of the Spearman correlations of the SimVerb dataset with ERNIE Base (top), ERNIE 

Wikipedia Verb (middle), and ERNIE Dictionary Sense max (bottom) embeddings, split by polysemy score. 
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mation, but only up to a certain point. Henceforth 

we discuss results from layer 5. 

To further investigate the effect of polysemy on 

the accuracy of word embeddings, SimVerb word 

pairs were grouped according to their total poly-

semy score, defined simply as the sum of the 

number of senses for both words in each pair. 

Senses were differentiated for each word during 

the construction of the ERNIE Dictionary Sense 

embeddings, as outlined in Section 2.3. As shown 

in Figure 4, and similarly to the results in Figure 3, 

the correlation with human ratings increases as 

more specific and fine-grained contextual infor-

mation is added, with Wikipedia Verb embeddings 

showing higher correlations than the base model, 

and Dictionary Sense embeddings showing higher 

correlations still. 

Furthermore, we found that correlations in-

crease most for highly polysemous word pairs. 

Relative to the uncontextualised ERNIE base, the 

ERNIE Dictionary Sense embeddings increase 

correlations by 0.25 for the least polysemous, 0.29 

for moderately polysemous, and 0.48 for the most 

polysemous word pairs. These results indicate that, 

while static word embeddings struggle to accu-

rately represent the meaning of highly polyse-

mous words, transformer models which incorpo-

rate contextual information perform much better. 

4 Discussion 

This paper has highlighted significant differ-

ences between the manner in which humans and 

word embedding models represent the meaning of 

antonyms. While it has long been known that 

word embeddings perform poorly in predicting 

antonym similarity judgements (Dou et al., 2018), 

we have shown the reason for this is that anto-

nyms are given consistently low similarity ratings 

by humans but moderate to high cosine similari-

ties by embedding models. This effect is con-

sistent across datasets and large in magnitude, 

reducing correlations by 0.10-0.15, even though 

antonym or near-antonym word pairs only ac-

count for about 10% of each dataset. 

Previous research has sought to rectify the low 

accuracy of word embedding models on antonyms 

by adding constraints to artificially pull antonyms 

further apart in semantic space (Mrkšić et al., 

2016, Biesialska et al., 2020). However, we argue 

that this may be inappropriate, because when hu-

mans make similarity judgments between words, 

they may not be performing an analogous task to 

computing the cosine similarity between the cor-

responding embeddings. If this is the case, then 

the failure of word embedding cosine similarities 

to match human similarity judgments for anto-

nyms should be interpreted as a limitation of the 

evaluation method, not a flaw of the word embed-

dings as a model of word meaning. 

Relatedly, it has been argued that antonyms 

should have cosine similarities close to the small-

est possible value of -1 (Samenko et al., 2020). In 

practise, however, negative cosine similarities 

occur mostly between unrelated words rather than 

antonyms, with small absolute values (up to 

around -0.1 for ConceptNet). This is likely be-

cause computing cosine similarity averages across 

all features whether salient or not, thereby compu-

ting ‘property overlap’ (Erk, 2016). Since anto-

nyms share most features in common, this results 

in a high cosine similarity. 

Why then do humans rate antonyms as having 

very low semantic similarity? One potential ex-

planation is that the salience of the semantic fea-

tures of a word varies depending on the context in 

which the word is used. This has been observed 

for human judgements of noun combination tasks 

(Bock and Clifton, 2000) and feature verification 

tasks (Montefinese et al., 2014). Such findings are 

consistent with our hypothesis that, when as-

sessing the similarity of two antonyms, humans 

judge the dimension of meaning in which the two 

words differ as the most salient, and hence rate 

overall semantic similarity as low. This would 

also explain earlier findings that humans rate an-

tonyms almost as similar as synonyms when 

asked to rate features separately, rather than 

providing an overall similarity score (Crutch et al., 

2012). 

These considerations highlight the need for a 

new method which enables more consistent and 

informative comparison between human similarity 

judgements and cosine similarities for antonyms. 

Unfortunately, in this study we were unable to 

develop such a method. We experimented with 

simple methods such as providing both words to 

the ERNIE transformer and extracting the contex-

tualised embeddings of each, but this yielded no 

useful results. Further improvements will likely 

require identifying which particular features are 

most salient for assessment of antonyms, in line 

with several previous studies (Ali et al., 2019; 

Nguyen et al., 2016). In addition, our brief treat-

ment of antonymy has not discussed important 
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issues such as adjectival antonyms or the effects 

of discourse context on negation (Kruszewski et 

al., 2016). We leave such considerations for future 

work. 

In this study we also found that polysemy sig-

nificantly reduces the accuracy of word embed-

dings in describing the similarity of verbs. The 

dramatic increase in the correlation of ERNIE 

embeddings with human judgements when con-

textual information was incorporated (see Figure 

4) is evidence that the quality of the embeddings 

is significantly impaired by the inability to proper-

ly distinguish different word senses. Our results 

are consistent with a strategy whereby humans 

assess the similarity of two words using an implic-

it context that maximises the aspects of meaning 

they share, ignoring any additional polysemous 

meanings. This would explain why providing 

ERNIE with additional information about context, 

like parts of speech and example sentences, im-

proves the correlation with human judgments. 

Our results also highlight the value of using 

contextual information from lexical dictionaries to 

augment contextual word embeddings. In particu-

lar, ERNIE Dictionary Sense max embeddings 

increase the correlation by about 5 percentage 

points for the full SimVerb dataset (excluding 

antonyms), and about 23 percentage points for the 

most polysemous word pairs. Similar increases in 

correlation were observed from the simpler auto-

mated method of aggregating all dictionary senses 

together, as used in the ERNIE Dictionary Word 

embeddings. We hypothesise that these improve-

ments arise because example dictionary sentences 

represent common uses of verb, which may reflect 

the way that humans judge word similarities when 

asked to judge two words without context. 

A different approach to control for the effects of 

polysemy used in several past studies is to ask 

participants to judge the similarity of words in the 

context of a specific sentence, thereby allowing 

for clearer sense disambiguation (Armendariz et 

al., 2020; Camacho-Collados and Pilehvar, 2018; 

Haber and Poesio, 2021). However, it is difficult 

to ensure that participants do not simply judge the 

overall similarity of the sentences, or conversely 

ignore the context and consider the target words in 

isolation. Furthermore, contextualised word em-

beddings are more difficult to interpret than static 

embeddings since they only apply to the word in a 

specific precise context. Given that a concept is 

typically defined as a mental representation that is 

reasonably invariant across contexts (Laurence 

and Margolis, 1999; Musz and Thompson-Schill, 

2018), highly context-specific word embeddings 

are arguably of less value as cognitive models of 

concepts. As such, we believe there is also value 

in incorporating contextual information to im-

prove static embeddings of polysemous words, as 

we have shown can be done by using example 

sentences from lexical dictionaries. 

In this paper we have focused on ERNIE em-

beddings, as they showed superior performance 

over competing models that are purely text-based. 

The performance of ConceptNet embeddings 

provide an additional baseline that also incorpo-

rates expert linguistic knowledge. The results 

corroborates previous studies which found that 

adding expert knowledge can improve the per-

formance of embeddings derived from word co-

occurrence statistics (Peters et al., 2019; Xu et al., 

2021; Zhang et al., 2020). Nevertheless, trans-

former models like ERNIE use much larger train-

ing corpuses and have more parameters than Con-

ceptNet (Devlin et al., 2019), so the fact that Con-

ceptNet still outperforms all transformer embed-

dings is a notable finding. However, we do not 

seek to determine the effect of specific architec-

tural choices or hyperparameters, as such analysis 

has been conducted in previous studies (Baroni et 

al., 2014; Lapesa and Evert, 2014; Liu et al., 

2021).  

5 Conclusion 

In this study we have highlighted the problems 

of ignoring the implicit context in which humans 

make word similarity judgements. Our results 

show that word meaning is judged in a context-

dependent manner which decontextualised word 

embeddings struggle to adequately capture. Future 

work focused on improving embeddings may 

require better datasets specifically focused on 

evaluating how humans rate the similarity of dif-

ferent forms of antonyms. Also important is im-

proving the representation of polysemy, which we 

have shown is possible by combining contextual-

ised embeddings with carefully collated data from 

dictionaries and other knowledge banks. Our 

analysis has primarily focused on verbs, and so 

further work focusing on nouns is also needed. 

Overall, much work remains to be done to en-

hance the ability of vector-space semantic models 

to describe a wide range of semantic phenomena. 
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A Additional Figures and Tables 

  

Models Tested WS353 SL999 MEN  MT287 MT771 RW SV Citation 

PMI model, Skip-
gram, GloVe .71 .43 .78 .69  .51  

Levy, Goldberg, et 
al. (2015)  

PMI model, CBOW 
.79 .43 .79 .78 .71   

De Deyne et al. 
(2016)  

Skip-gram  

 
.70 .34 .73 .66 .61 .40  

Chiu et al. (2016)  

Count-based, 
CBOW, GloVe, 
FastText 

.70 .40 .78     

Wijnholds and 
Sadrzadeh (2019)  

BERT, GPT-2, 
RoBERTa, XLNet, 
DistilBERT 

.72 .55     .45 

Bommasani et al. 
(2020) 

LSA, LDA, CBOW, 
skip-gram, GloVe, 
RI, FastText, BERT 

.71 .49 .79 .71  .48 .41 

Lenci et al. (2021) 

Table 2: Summary of previous analyses of word embedding models, showing the highest Spearman correlation 

recorded by each paper for each analysed dataset. WS: WordSim, SL: SimLex, MT: MTurk, RW: Stanford-

RW, SV: SimVerb. 

Model Name Number 

Word Pairs 

Part of 

Speech 

Data Type Citation 

RG65 65 Nouns Similarity Rubenstein and Goodenough (1965)  

WordSim-353 353 Nouns Relatedness Finkelstein et al. (2001)  

SimLex-999 999 Mixed Similarity Hill et al. (2015)  

YP-130 130 Verbs Similarity Yang and Powers (2006)  

Verb-143 143 Verbs Similarity Baker et al. (2014) 

Multi-SimLex 1,888 Mixed Similarity Vulić, Baker, et al. (2020)  

SimVerb-3500 3,500 Verbs Similarity Gerz et al. (2016)  

MEN 3,000 Nouns Relatedness Bruni et al. (2012)  

MTurk-287 287 Nouns Relatedness Radinsky et al. (2011)  

MTurk-771 771 Nouns Relatedness Halawi et al. (2012)  

Tr9856 9,856 Nouns Relatedness Levy, Dor, et al. (2015) 

SemEval-2017 500 Nouns Relatedness Camacho-Collados et al. (2017)  

Stanford-RW 2,034 Mixed Similarity Luong et al. (2013)  

Table 1: Summary of word similarity and relatedness experimental datasets. 
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Figure 6: Correlation matrices of all models computed over the vocabulary of the MEN noun dataset. 

 

Figure 5: Spearman correlations between embedding models (rows) and noun-based experimental datasets 

(columns). 
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Figure 8: Effects of removing antonyms (shown in orange) from the SimVerb (left), SimLexVerb (centre), and Mul-

tiSimVerb (right) datasets. 

  

Figure 7: Correlation matrices of all models computed over the vocabulary of the SimVerb verb dataset. 
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Model Name Type Explanation Citation 

CW vectors Count Regression model trained over Wikipedia 

corpus. 

Collobert et al. (2011) 

Dissect PPMI Count Trained using Positive Point-wise mutual 

information (PPMI) over ukWaC, Wikipedia, 

and the British National Corpus. 

Baroni et al. (2014) 

Word2Vec 

skipgram 
Predict Skipgram model trained over Wikipedia. 

Kutuzov et al. (2017) 

Gensim Wiki Predict Skipgram model trained over Wikipedia and 

Gigaword corpus. 

Kutuzov et al. (2017) 

Gensim BNC Predict Skipgram model trained over British National 

Corpus. 

Kutuzov et al. (2017) 

Genism CBoW Predict Continuous Bag of Words (CBoW) model 

trained over Gigaword corpus. 

Kutuzov et al. (2017) 

GloVe Predict Custom regression model trained over 840 

billion token corpus from the Common Crawl. 

Pennington et al. (2014) 

FastText Predict Skipgram model trained over Wikipedia and 

Gigaword corpus. 

Kutuzov et al. (2017) 

ELMo Predict A 94 million parameter bidirectional Long 

Short Term Memory (LSTM) trained over a 30 

million word corpus. 

Peters et al. (2018) 

ConceptNet Knowledge ConceptNet relations are encoded into vec-

tors by applying PPMI to the relation adja-

cency matrix, plus extra information from 

GloVe and word2vec. 

Speer et al. (2017) 

WordNet Knowledge WordNet relations encoded into vectors by 

counting number of intermediate nodes. 

Saedi et al. (2018) 

BERT large Transformer A 340 million parameter transformer model 

trained on a 3.3 billion token corpus from 

Wikipedia and BooksCorpus. 

Devlin et al. (2019) 

GPT2 large Transformer A 1.5 billion parameter transformer model 

trained on a web corpus of 8 million docu-

ments. 

Radford et al. (2019) 

ELECTRA large Transformer A 335 million parameter transformer model 

trained on a 33 billion token web corpus. 

Clark et al. (2020) 

ALBERT xxlarge Transformer A 233 million parameter transformer model 

trained based on BERT. 

Lan et al. (2020) 

SemBERT Transformer A 240 million parameter transformer model 

based on BERT and incorporating semantic 

role labelling. 

Zhang et al. (2020) 

ERNIE Transformer A 10 billion parameter transformer model 

trained on a corpus of plain text and 

knowledge graphs. 

Sun et al. (2021) 

Table 3: Summary of word embedding models used in this paper. 
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Model Name Explanation Specificity of Context 

ERNIE base No context provided. None 

ERNIE Wiki Basic Context provided from a corpus of Wikipedia articles, 

with words matched using automatic lemmatisation. 

Least 

ERNIE Wiki Verb Context provided from a corpus of Wikipedia articles, 

and only matching words conjugated as verbs. This 

should avoid matching cases where verbs as used as 

nouns. 

Less 

ERNIE Dictionary Word Context provided by example sentences extracted 

automatically from Oxford Online Dictionary. This 

should provide higher-quality and more relevant use 

cases representative of the words. 

More 

ERNIE Dictionary Sense Context provided by a curated set of example sen-

tences separated by sense from the Oxford, Longman, 

and Collins Online dictionaries. 

Most 

Table 4: Summary of ERNIE embeddings constructed in the paper, and with an indication of how fine-grained 

is the context incorporated into the embeddings. 


