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Abstract
In this work, we investigate Data Augmenta-
tion methods to improve the performance of
state-of-the-art models for four different down-
stream tasks. Specifically, we propose Genera-
tive Adversarial Network using Language Mod-
els (GAN-LM) approach that combines a deep
generative model with a pre-trained language
model to produce diverse augmentations. We
compare the GAN-LM to various conventional
methods in non-contextual- and contextual-
levels on four public datasets: ZESHEL for
zero-shot entity linking, TREC for question
classification, STS-B for sentence pairs seman-
tic textual similarity (STS), and mSTS for mul-
tilingual sentence pairs STS. Additionally, we
subsample these datasets to study the impact
of such augmentations in low-resource settings
where limited amounts of training data is avail-
able. Compared to the state-of-the-art methods
in downstream tasks, we mostly achieve the
best performance using GAN-LM approach. Fi-
nally, we investigate the way of combining the
GAN-LM with other augmentation methods to
complement our proposed approach. The de-
veloped code for reproducibility is included in
the supplementary material.1

1 Introduction

Nowadays, the availability of large unsupervised
corpora and computational resources has led to de-
velopment of large language models (LMs) that
are now employed across a wide variety of nat-
ural language processing (NLP) tasks including
but not limited to entity linking (EL), text summa-
rization, question classification (QC) and semantic
textual similarity (STS). While such models can
sometimes work well for tasks where little (few-
shot) or no (zero-shot) supervised data is avail-
able, the performance loss in such low-resource
settings can be substantial compared to their high-
resource counterparts. This gap is even larger for

1https://github.com/amazon-science/
data-augmentation-for-entity-resolution

low-resource languages. Thus, scientists in both
industry and academia still have to rely on a mul-
titude of methods Hedderich et al. (2021), such as
Data Augmentation (DA), to yield sufficient levels
of performance on their low-resource tasks.

DA allows to artificially increase the size of a
dataset by generating additional synthetic exam-
ples from the existing ones. A large amount of
diverse training data is important to ensure the gen-
eralization of a model but it is not always possible
to collect due to cost and time constraints or lack of
target language data and task experts. To mitigate
this issue, DA can be used to improve performance.

In this work, we test a wide variety of DA ap-
proaches, both the ones found in the literature
as well as our own approach, on four different
tasks: Zero-shot EL with ZESHEL dataset, QC
with TREC database, STS with STS-B dataset, and
multilingual STS with mSTS database. Two dif-
ferent levels of augmentations are considered: (1)
Non-contextual, or word-level, and (2) Contextual,
where full sentence is considered for DA. To further
highlight the impact of different DA approaches,
we produced low-resource versions of the above-
mentioned tasks by subsampling training sets and
removing rich textual contexts where applicable.
We propose a novel Generative Adversarial Net-
work using Language Models (GAN-LM) which
employs GAN with Wasserstein distance to im-
prove the stability of training and uses the pre-
trained LM for generating synthetic textual data
to extend its usability. We also introduce tunable
thresholds and a decoding method to control the
diversity and lexical similarity of synthetic data
to mitigate the mode collapse problem in GAN.
Compared to other DAs, GAN-LM employs an
adversarial training with the offered data in each
task to learn the characteristic of it which gener-
ates suitable synthetic data to aid in downstream
tasks (covered in Section 5.6). Even if we used
pre-trained LM in GAN-LM, we do not use its

https://github.com/amazon-science/data-augmentation-for-entity-resolution
https://github.com/amazon-science/data-augmentation-for-entity-resolution
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generation ability (e.g. paraphrase, text genera-
tion) for downstream tasks. To complement our
approach, we mix GAN-LM with other DAs (e.g.
Back-translation, GPT) to enhance further in low-
resource languages and limited entity linking task.
The source code used to train the GAN model and
produce augmentations listed in this paper is pub-
licly released and attached with a paper.

2 Related Work

Originally, DAs for NLP relied on synonyms to in-
crease diversity and dataset size. Synonyms could
be found in various resources like WordNet Miller
et al. (1990) and PPDB Ganitkevitch and Callison-
Burch (2014). In Wang and Yang (2015), they con-
sidered word embedding with K-Nearest-Neighbor
(KNN) and cosine similarity to search and substi-
tute similar words. Other pre-trained word em-
beddings such as Word2Vec Mikolov et al. (2013),
GloVe Pennington et al. (2014) and fastText Bo-
janowski et al. (2017) have been leveraged for that
purpose. Furthermore, the authors in Wei and Zou
(2019) generated synthetic texts by changing the
words through synonym replacement or random
insertions, substitutions and deletions where Shou
et al. (2022) include the abstract meaning represen-
tation graph along with it for STS task. In Pruthi
et al. (2019), the authors simulated spelling mis-
takes by random insertions, substitutions, character
swaps and deletions to enhance the robustness of
the model for sentiment analysis. Also, punctuation
as DA was considered in Karimi et al. (2021) for
QC task. Later, back-translation with Neural Ma-
chine Translation (NMT) was employed to generate
variations of target words Sennrich et al. (2016).

More emerging techniques for DA are using
deep neural networks which mostly use auto-
regressive language model to predict words from
a given context, e.g. GPT-2 Radford et al. (2019),
XLNet Yang et al. (2019) and BART Lewis et al.
(2020) which have been used for DA in diverse ap-
plications such as question-answering, text classifi-
cation and machine translation. Using LMs, KNN-
based DA with knowledge distillation Kamalloo
et al. (2021) is considered for QC task. There are
also works related to the adversarial learning to un-
derstand their effects on language models. Alzan-
tot et al. (2018) proposed a black-box population-
based optimization to generate the imperceptible
adversarial examples to fool the models. In Zhang
et al. (2019a), they considered Metropolis-Hastings

attack to generate the adversarial examples which
were tested in terms of attack and training.

However, there are relatively few works using
GANs for text generation even if it is one of the
most notable approaches in other domains An-
toniou et al. (2017). In Kusner and Hernández-
Lobato (2016), the authors used a GAN model
with Gumbel-Softmax to have a differentiable sam-
pling distribution approximating a categorical one.
In Subramanian et al. (2017), diverse GANs with
recurrent and convolutional architectures were eval-
uated for text augmentation at word and character-
levels. Yu et al. (2017) proposed a sequence GAN
with reinforcement learning to address the problem
of assessing a partially generated sequence. An-
other work in Nie et al. (2018) developed a GAN
model consisting of relational memory-based gen-
erator, the Gumbel-Softmax relaxation, and multi-
ple embedded representations in the discriminator.
In Golovneva and Peris (2020), authors explored a
data generation for the bootstrapping of a new lan-
guage and the handling of low-resource features us-
ing a sequential GAN. Croce et al. (2020) used the
fine-tuning of BERT with unlabeled data in a gener-
ative adversarial setting to reduce the time consum-
ing of annotating the data but did not extend to the
DA application. Similarly, Thakur et al. (2021) use
the cross-encoder to label the new inputs for train-
ing a bi-encoder model. Marek et al. (2021) focus
on out-of-domain data generation with a sequential
GAN to build the robust dialog system. Compared
to these works, GAN-LM combines a large pre-
trained model and GAN with tunable thresholds
to suitably control the diversity and similarity of
generated data and it was tested on various down-
stream tasks to assess its generalizability. Also, we
can use any pre-trained LM on top of the GAN part
which extends its applicability to various tasks. To
highlight the effectiveness of DA, the low-resource
settings are investigated in Shi et al. (2021) and
Hedderich et al. (2021) where we mainly investi-
gate the different size of training set and suggest a
way to define the optimal size of augmented data.

3 Data Augmentations

3.1 Non-Contextual-Level Augmentation

In this work, we utilize four augmentation ap-
proaches as non-contextual-level. Lexical: We use
WordNet Miller et al. (1990) to replace each word
in the original text with a synonym. Spelling: We
generate alternate texts from common misspellings
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of the original words Coulombe (2018). Character:
Here, we randomly change characters in the origi-
nal tokens with four different ways: Insertions, sub-
stitutions, swaps and deletions Pruthi et al. (2019).
For lexical, spelling and character-based methods,
we use the implementation in nlpaug2 with 10%
replacement. Token-LM: To understand the effec-
tiveness of GAN part in GAN-LM, we consider
pre-trained LMs solely. To generate the synthetic
data: (1) Use LM to get token embeddings for in-
put text and (2) perform nearest neighbor search
for each token to find alternate tokens that meets
the similarity thresholds. We search the synthetic
tokens which satisfied these thresholds to balance
the analogy and diversity, compared to the origi-
nal token. The similarity thresholds are defined
empirically (e.g. Table 5). We did not insert the
noise on the input embedding as GAN-LM since
the generated data is far from the original one.

3.2 Contextual-Level Augmentation

To extend our work, we experiment three meth-
ods as contextual-level augmentation. Text Gen-
eration: This is a typical auto-regressive genera-
tion which uses the original text as the initial con-
text and extends it Yang et al. (2020). For this,
we employ GPT-2 Radford et al. (2019) and OPT
Zhang et al. (2022) for English-based datasets, and
mGPT Tan et al. (2021) for multilingual dataset.
Paraphrase: This augmentation transforms a sen-
tence with similar semantic meaning but a different
syntactic form where we consider the fine-tuned
T5 model Raffel et al. (2020) on Google PAWS
Zhang et al. (2019b) for English-based tasks and
Prism model Thompson and Post (2020a,b) for
multilingual-based task. Back-translation: It is
a process of retranslating content from the target
language back to its source language to generate
a sentence variant. For this augmentation, we em-
ploy multiple pre-trained neural translation models
trained on OPUS data Helsinki-NLP (2023) with
nlpaug.

3.3 Generative Adversarial Network

GAN is basically coming from the adversarial
learning which aims to trick the model by pro-
viding deceptive input. GAN targets to correctly
classify both unmodified and adversarial examples
to receive the rewards. It consists of two neural

2https://github.com/makcedward/nlpaug.
MIT License.

networks, generator and discriminator, where each
of them tries to outplay the other. The goal of
generator is to artificially manufacture outputs that
could be hard to distinguish from real data. The
discriminator is similar to the usual classification
model that aims to differentiate between real and
synthetic data from generator. Using GAN, we
target to achieve eminent performances with only
offered train set in each downstream task.

Specifically, we considered a WGAN-GP Gul-
rajani et al. (2017) which uses the Wasserstein dis-
tance as loss to capitalize on the probability distri-
butions from fake and real data rather than labeled
samples. Compared to the vanilla GAN, it is robust
to vanishing gradient and mode collapse through
smoother gradient updates from its loss functions.

3.4 GAN-LM

To extend the usability of GAN in NLP domain,
we propose GAN-LM which combines GAN with
pre-trained LM regardless of non-contextualized
and contextualized models. In this work, we focus
on the latter one which promises the better result.
Loss function of GAN-LM is covered in Equation
(1) and its structure is shown in Appendix.

R = LMencoder(Input Text)

ϵ ∼ Uniform(0, 1), η ∼ N(0, 1)

F = G(R+ η), F̂ = ϵ ·R+ (1− ϵ) · F
Ld = D(F )−D(R) + λ · (||∇F̂D(F̂ )||2 − 1)2

Lg = −D(F )
(1)

where LMencoder is the encoder of LM to generate
the embedding of input text for augmentation. ϵ and
η are random numbers from the uniform and Gaus-
sian distributions respectively. Also, R is the real
embedding and F is the fake embedding generated
from the generator, G(·). F̂ is weighted embedding
from real and fake embeddings. D(·) means the
discriminator output for embeddings. Ld and Lg

refer to the loss functions of the discriminator and
generator respectively. D(F )−D(R) describes the
1-Wasserstein distance and λ · (||∇F̂D(F̂ )||2−1)2

is called gradient penalty used for mitigating the
vanishing gradient where we use λ = 10 based on
the suggestion in Gulrajani et al. (2017).

Figure 1 illustrates the flowchart of the overall
algorithm in GAN-LM. First, we generated em-
beddings for each input text to serve as a training
set for the GAN. For embeddings, we use the pre-

https://github.com/makcedward/nlpaug
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Figure 1: GAN-LM with pre-trained LM. Before decoding from LM, we additionally consider the low and high
thresholds for similarity matching between the averaged synthetic embedding from GAN-LM and the candidate
embedding from defined dictionary in pre-trained LM to control the diversity and lexical similarity of synthetic text.

trained BART-base Lewis et al. (2020) and mBART-
large-50 Tang et al. (2020) as encoder and decoder
according to the empirical results (e.g. Table 5).
However, GAN-LM can be applied with other ap-
proaches that can encode arbitrary text into embed-
dings and comprise of a well-defined dictionary to
map generated embedding back to tokens. Using
these transformers, we can decode the synthetic
embedding into a text which can be different from
the original input. We fix the sentence lengths to
27, 25, 36, 24 tokens for ZESHEL, TREC, STS-B,
mSTS datasets respectively, which cover 99% of
the data for each dataset. To express the text into an
input data for GAN training, we stacked each token
as the dimension with padding the remainder of the
input with zero values (more covered in Appendix).

Figure 1 shows the steps of the algorithm in
GAN-LM. In training part (red area), we encode
the input text into embeddings using LMencoder,
then we add Gaussian noise on top and input re-
sulting embeddings to the generator. Next, the
generator produces synthetic embeddings which
should resemble real ones and feeds those to the
discriminator which tries to distinguish between
real and synthetic embeddings. In synthetic data
generation pipeline (yellow area), we feed the tar-
get text, for which we want to generate and alter-
nate form, to the encoder and add Gaussian noise

to that embedding. The generator will produce the
synthetic embedding for that target text and then
we average the original and synthetic embeddings
to maintain the structure of original text. To de-
code, we perform nearest neighbor search for each
token using those generated synthetic embeddings.
Finally, we introduce upper and lower thresholds
on similarity to select tokens that are diverse yet
still possess similar semantics compared to the orig-
inal and don’t accidentally change the meaning of
the input text. The augmented tokens are selected
randomly from tokens that meet those thresholds
with the bias towards tokens for high similarity
score. Since BART’s vocabulary consists of sub-
word units, GAN-LM is able to come up with new
valid-looking words that were never in the original
training set (see Table 4). To clarify, we employ the
pre-trained LM for tokenization and detokenization
in GAN-LM but we do not use its text generation
methods (e.g. paraphrase) for downstream tasks.

4 Datasets and Employed Models

We experiment with four different downstream
tasks where (1-3) are English-based databases and
(4) is multilingual-based dataset: (1) ZESHEL – a
zero-shot learning dataset for EL, (2) TREC – a text
retrieval dataset for QC, (3) STS-B - an integrated
version of STS tasks for measuring the semantic
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similarity between two sentences, and (4) mSTS -
multilingual version of STS task.

ZESHEL introduced by Logeswaran et al. (2019)
is based on Wikia where there are non-overlapping
domains in train/validation/test sets to simulate
zero-shot learning. For this task, we employ
BLINK’s Wu et al. (2019) bi-encoder model from
scratch. TREC shown in Li and Roth (2002) is
collected from Hovy et al. (2001) where ques-
tions were manually created with 50 fine class
labels. For this application, we use fine-tuned
BERT-Tiny Turc et al. (2019) with training data
in TREC. STS-B covered in Cer et al. (2017) in-
cludes news headlines, image captions and user
forum posts. In each sentence pair, semantic simi-
larity labels are provided by a number between 0
and 5. For this task, we use SentenceTransformers
Reimers and Gurevych (2019) from scratch using
the mean pooling layer with XLM-RoBERTa Con-
neau et al. (2020). mSTS introduced in Cer et al.
(2017); Reimers and Gurevych (2020) has sentence
pairs in different languages with semantic similar-
ity scores between 0 and 5. For train set, we used
the offered monolingual pairs of AR-AR, ES-ES
and the translated sentences of ES-ES into EN, DE,
TR, FR, IT, NL using Google Translator since we
do not have monolingual pairs for them. The pro-
vided EN-EN dataset was eliminated from train set
since most cross-lingual datasets were made from
translating one sentence of EN-EN Reimers and
Gurevych (2020). All the cross-lingual pairs are
considered as test set. For this application, we em-
ploy the mean pooling of outputs for the pre-trained
multilingual BERT (mBERT) Devlin et al. (2019)
with fine-tuning from train set.

5 Results and Discussion

5.1 Experimental Setting

For all downstream tasks, in addition to the origi-
nal size, we construct a low-resource version (i.e.
limited train set) to highlight augmentation impact.
In addition, ZESHEL contains rich textual context
for both entity mentions and catalog entities, which
provide additional information for EL. To isolate
the impact of DA approaches, we test model per-
formance with and without those contexts.

For augmentation, in ZESHEL we consider both
the entity and mention to generate synthetic data, in
TREC we synthesize an alternate question sentence,
in STS-B and mSTS we generate an alternate sen-
tence from one of the pair. To build the GAN-LM,

we use pre-trained BART and mBART with 0.3-
0.7 and 0.5-0.9 similarity thresholds respectively
which give a good diversity of generated data while
remaining close to the original semantics. The
thresholds are decided from empirical results such
as Table 5. Also, the size of augmentation is deter-
mined from the empirical results in validation set
(e.g. Table 6) where we cover the optimal size in
this work. Compared to other tasks, we addition-
ally fine-tune GAN-LM with a target language (e.g.
AR-AR) in mSTS after training with multilingual
sentences to boost the quality of synthetic data.

In all tasks, we use the same target metrics
as found in the literature. For ZESHEL we use
recall@k, for TREC F1 score, for STS-B and mSTS
the spearman’s rank correlation (SRC) between
the cosine similarity of sentence pairs embeddings
and ground-truth labels. In all experiments, we
retrain target model 3 times with different seeds
and report average results with 95% confidence
interval (CI). Finally, the computational cost for
GAN-LM is covered in Appendix where it takes a
longer training time compared to non-contextual-
level methods, and comparable time to contextual-
level approaches. However, GAN-LM promises
the better performances in most cases and utilizes
LMs without fine-tuning for generation purpose.

5.2 Results in Entity Linking

Table 1 shows the results for ZESHEL. In this ap-
plication, we target to find the generalized augmen-
tations for zero-shot learning task. In low-resource
cases, the amount of train set with augmentation
is 5K generated from 1K baseline while in full
training data, the size of the training set after aug-
mentation is 69K from 49K baseline.

Overall, improvements after augmentation in
normal case are lower than for the low-resource
scenario which confirms the importance of aug-
mentation in the limited data setting. Including
synthetic data can have an effect of inferring the
unseen data which might have a different distribu-
tion from train set. Few training set samples in
low-resource mean insufficient variation of data
to help the models, especially high capacity ones,
generalize well. Thus, data augmentation often im-
proves more in low-resource scenarios, compared
to normal case.

When we consider scenarios without context,
we can see that there are large improvements
in performance using augmentations, especially
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Table 1: Recall values in ZESHEL with 95% CI. Baseline describes the performance of model without augmentation
and change denotes the performances against baseline in absolute term. In each scenario, bold means the best results
and underline denotes the proposed methods.

Scenarios Type R@1 R@8 R@32 R@64 CI Change Scenarios Type R@1 R@8 R@32 R@64 CI Change

Normal
without context

GAN-LM
-GPT 28.91% 54.83% 64.77% 69.38% 1.71% 7.94%

Normal
with context

GAN-LM 39.13% 66.45% 76.3% 79.98% 0.65% 1.23%

GAN-LM 24.2% 48.96% 60.85% 66.16% 1.65% 3.51% GPT 37.36% 65.31% 74.78% 78.65% 1.54% -0.21%
GPT 28.32% 54.14% 63.31% 67.46% 1.89% 6.77% OPT 37.63% 65.37% 74.88% 78.77% 0.93% -0.08%
OPT 27.54% 53.28% 62.81% 67.15% 1.89% 6.16% Paraphrase 37.88% 65.35% 74.94% 78.7% 0.76% -0.02%

Paraphrase 22.1% 46.89% 59.1% 64.73% 2.03% 1.67%
Back-

Translation
37.73% 65.26% 74.95% 78.73% 1.25% -0.07%

Back-
Translation

20.7% 44.77% 57.13% 62.99% 2.06% -0.14% Token-LM 37.53% 64.58% 74.49% 78.41% 1.27% -0.49%

Token-LM 21.33% 45.52% 57.55% 63.29% 1.83% 0.39% Char 37.53% 64.68% 74.6% 78.56% 1.37% -0.4%
Char 22.11% 46.36% 58.5% 64.07% 4.38% 1.22% Spel 37.27% 64.42% 74.42% 78.38% 1.19% -0.62%
Spel 21.52% 45.76% 58.22% 63.88% 2.25% 0.81% Lexical 37.49% 64.86% 74.89% 78.66% 1.66% -0.27%

Lexical 20.67% 44.8% 57.23% 62.91% 2.01% -0.13%

Low-resource
with context

GAN-LM 23.93% 49.79% 61.5% 66.75% 1.29% 3.71%

Low-resource
without context

GAN-LM
-GPT 25.25% 50.94% 59.9% 63.8% 2.3% 15.11% GPT 21.57% 47.75% 59.75% 64.69% 2.05% 1.66%

GAN-LM 18.67% 42.43% 55.21% 61.03% 1.97% 9.47% OPT 22.84% 47.99% 60.47% 65.38% 1.68% 2.39%
GPT 22.52% 47.52% 58.23% 62.62% 2.37% 12.86% Paraphrase 20.13% 45.59% 58.36% 63.62% 1.75% 0.14%

OPT 19.76% 45.07% 57.06% 61.82% 2.33% 11.07%
Back-

Translation
17.6% 42.25% 54.86% 60.84% 1.98% -2.9%

Paraphrase 17.83% 41.16% 53.79% 60% 2.41% 8.33% Token-LM 13.76% 35.95% 48.64% 54.97% 1.62% -8.45%
Back-

Translation
16.14% 37.71% 50.63% 56.82% 2.84% 5.46% Char 14.92% 38.11% 51.17% 57.35% 2.85% -6.4%

Token-LM 15.86% 36.9% 49.98% 56.2% 2.9% 4.87% Spel 19.46% 44.46% 56.85% 62.54% 4.71% -0.96%
Char 16.52% 37.91% 51.34% 57.53% 2.67% 5.96% Lexical 17.59% 41.68% 54.03% 60.18% 2.62% -3.41%

Spel 16.11% 37.44% 50.63% 56.87% 3.88% 5.4%
Baseline

- Low
20.92% 45.19% 57.63% 63.39% 1.59% -

Lexical 15.56% 36.67% 49.9% 56.01% 2.24% 4.67%
Baseline
- Normal

37.93% 65% 75.08% 78.95% 1.19% -

Baseline
- Low

12.4% 31.24% 44.65% 51.16% 3.09% -

Baseline
- Normal

20.57% 44.89% 57.56% 63.13% 1.92% -

with contextual-level, and GAN-LM mostly out-
performs others, except for GPT and OPT. In this
case, EL model has been trained on only entity
in train set to infer the entity with its contexts in
test set. Thus, it can be beneficial to use the aug-
mented data with additional descriptions to imitate
the context of it which can be done by GPT and
OPT. We further investigate the augmentation from
a combination between GAN-LM and GPT, called
GAN-LM-GPT. In this approach, GAN-LM gener-
ates alternate forms from the original inputs at the
token-level and GPT adds new textual content after
that. We observe improvements after combinations
of both methods, especially in the low-resource
case. Therefore, we can also consider GAN-LM-
GPT augmentation when train data is limited with-
out additional contexts in entity linking (EL) task
since it helps to include the diverse variations in
test set which cannot be covered by the considered
train set. For scenarios with context, most aug-
mentations, especially with non-contextual-level,
decrease the performance since synthetic data from
these approaches could be less related to the avail-
able contexts which could be harmful to EL. How-
ever, GAN-LM has tunable thresholds to control
the diversity and similarity of synthetic data which
finally promises the improvements. In conclu-
sion, we observe that GAN-LM and its comple-
ment, GAN-LM-GPT, are the best choices for EL

task whether in low-resource or normal setting. In
ZESHEL, domains in test set are not overlapped
with the ones in train set, which confirms that GAN-
LM is fairly compared with other augmentations.

5.3 Results in Question Classification

Now, we test the influence of DAs for question
classification (QC) task covered in Table 2 left side.
In this task, we need label-invariant augmentations
to improve the performance. The size of training
data for augmentations is 1K from 109 baseline
in low-resource and 8K from 2K baseline in half-
train set case. Interestingly, the improvements after
augmentations in both scenarios have a similar pat-
tern: Contextual-level augmentations outperforms
the non-contextual ones, except for spelling and
lexical (only for low-resource) while GAN-LM
is always the best performing approach. In addi-
tion, the improvements in half-train set scenario
are higher than the ones in the low-resource. From
our investigation, the result without augmentation
in half-train set is considerably worse than the one
in normal case (i.e. 8.84% F1 difference), meaning
the effect of augmentation can be huge in half-train
set to improve further. Also, adding synthetic data
on model can be noticed as inferring the possible
variations in test set which needs some degree of
real traffic from original data to suitably utilize the
augmented data. Still, GAN-LM works the best in
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Table 2: F1 and SRC values in TREC and STS-B with 95% CI. Here, we did not cover the normal case for
augmentation since we already achieve the better or similar performance with half-train set, compared to full
training set without augmentation (i.e. Baseline - Normal). In normal scenario, GAN-LM gives 34.28% F1 score in
TREC and 79.84% SRC in STS-B. Denotations are identical as Table 1.

Question Classification in TREC Semantic Textual Similarity in STS-B
Scenarios Type F1 CI Change Scenarios Type SRC CI Change

Half-train set

GAN-LM 32.14% 2.23% 16.01%

Half-train set

GAN-LM 78.02% 0.96% 4.44%
GPT 29.16% 2.66% 13.03% GPT 76.94% 0.83% 3.36%
OPT 28.75% 2.7% 12.62% OPT 76.97% 1.65% 3.39%

Paraphrase 28.39% 3% 12.26% Paraphrase 77.07% 2.01% 3.49%
Back-

Translation
28.03% 2.36% 11.9%

Back-
Translation

77.1% 2.4% 3.52%

Token-LM 27.16% 1.67% 11.03% Token-LM 76.11% 0.57% 2.53%
Char 25.5% 7.02% 9.37% Char 75.43% 0.86% 1.85%
Spel 29.05% 2.16% 12.92% Spel 76.61% 2.13% 3.03%

Lexical 26.93% 5.02% 10.8% Lexical 76.74% 1.39% 3.16%

Low-resource

GAN-LM 10.15% 1.95% 9.27%

Low-resource

GAN-LM 61.66% 1.46% 23.44%
GPT 8.48% 3.61% 7.6% GPT 58.11% 6.38% 19.89%
OPT 8.17% 1.9% 7.29% OPT 59.17% 3.95% 20.95%

Paraphrase 5.93% 2.42% 5.05% Paraphrase 57.9% 3.1% 19.68%
Back-

Translation
7.27% 1.59% 6.39%

Back-
Translation

58.02% 6.72% 19.8%

Token-LM 5.26% 3.72% 4.38% Token-LM 56.66% 2.59% 18.44%
Char 4.19% 1.42% 3.31% Char 53.32% 1.6% 15.1%
Spel 7.68% 4.03% 6.8% Spel 54.52% 5.07% 16.3%

Lexical 6.09% 3.3% 5.21% Lexical 57.77% 5.17% 19.55%
Baseline - Low 0.88% 1.54% - Baseline - Low 38.22% 10.61% -
Baseline - Half 16.13% 1.16% - Baseline - Half 73.58% 4.08% -

Baseline - Normal 24.97% 2.27% - Baseline - Normal 78.49% 0.28% -

this environment and can be a top pick which has
7.17% F1 improvement with half-train set against
full train set without augmentation.

5.4 Results in Semantic Textual Similarity

Table 2 right side covers the results on the STS-B
dataset. In this application, we need various and
semantically closed augmented data to improve the
result. The size of training data is 1K from 115
baseline in low-resource and 8K from 2K base-
line in half-train set scenario. In low-resource, we
can achieve great improvements, especially with
contextual-level and GAN-LM approaches. In half-
train set, the improvement is smaller than the one
in low-resource setting but we can see consistent
improvements by including synthetic data. Again,
contextual-level augmentations outperforms non-
contextual-level and GAN-LM yields the best per-
formance for semantic textual similarity (STS) task
which gives a closed performance as the result from
full train set without augmentation.

5.5 Results in Multilingual Semantic Textual
Similarity

Lastly, we extend our work to multilingual task.
Table 3 shows the results on the mSTS dataset.
In this task, we target diverse and semantically
consistent augmented samples in multilingual to

enhance the performance. The amount of train
set is 800 from 200 baseline in low-resource, and
4K from 2K baseline in normal scenario. In low-
resource, we can confirm that all augmentations
improve the overall performance, especially with
GAN-LM. Compared to low-resource, the improve-
ment in normal is lower but still, GAN-LM mostly
gives the best results, except for EN-AR. This
is because GAN-LM is mostly trained on Indo-
European languages (i.e. EN, DE, NL, FR, ES,
IT) which enhances the generation ability for these
languages. Interestingly, GAN-LM works well in
EN-TR since the performance without augmenta-
tion in this pair is very low and it has a large gap
to be improved by augmentation, especially with
GAN-LM which saves original structure with sim-
ilarity thresholds and does token-level tweaking
with affordable diversity learned from train set. We
can find that back-translation works the best in EN-
AR because it directly uses the well-defined neural
translation models for augmentation which finally
decreases the unsuitable assigned languages (e.g.
code-switching) suffered by other augmentations.
To complement our approach, we combine GAN-
LM with back-translation, called GAN-LM-Back,
to enhance the performance. In this method, we
generate the synthetic data for AR-AR and EN-EN
using back-translation and other monolingual pairs
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Table 3: SRC values in mSTS with 95% CI. Here, we focus on the contextual-level augmentations which promise
the superior performances in STS task. Denotations are identical as Table 1.

Scenarios Type EN-AR ES-EN EN-DE EN-TR FR-EN IT-EN NL-EN CI Change

Normal

GAN-LM
-Back 46.18% 55.92% 59.23% 43.72% 60.93% 57.32% 53.9% 2.64% 2.38%

GAN-LM 44.44% 53.6% 59.2% 42.62% 61.48% 55.31% 53.96% 2.62% 1.43%
mGPT 45.24% 50.86% 59.2% 42.52% 60.51% 53.07% 53.86% 2.71% 0.67%

Paraphrase 45.21% 48.69% 58.06% 40.9% 60.67% 54.12% 53.32% 2.92% 0.06%
Back-Translation 46.36% 50.62% 57.26% 41.82% 58.64% 53.48% 52.98% 2.72% 0.08%

Low-resource

GAN-LM 31.75% 37.05% 44.71% 24.21% 43.12% 39.96% 43.96% 3.06% 5.43%
mGPT 30.29% 34.33% 38.11% 19.64% 34.9% 33.37% 39.19% 4.83% 0.44%

Paraphrase 28.67% 35.93% 37.76% 22.04% 35.4% 32.63% 35.24% 3.59% 0.13%
Back-Translation 31.01% 34.44% 36.67% 21.94% 36.28% 31.7% 37.15% 4.49% 0.35%
Baseline - Low 29.95% 33.13% 36.04% 18.23% 37.26% 34.68% 37.46% 3.85% -

Baseline - Normal 45.08% 50.52% 56.9% 40.94% 60.89% 53.16% 53.08% 2.47% -

using GAN-LM to fine-tune the mean pooling of
mBERT. Using GAN-LM-Back, we achieve the
overall enhancements. Thus, we can understand
that GAN-LM and its extension, GAN-LM-Back,
are the best approaches for mutlilingual STS task.

5.6 Analysis of Synthetic Data

In this section, we analyze the synthetic data from
each augmentation method. Table 4 shows exam-
ples of synthetic data in TREC dataset. Lexical-
based finds the synonym of the word, spelling
and character-based tweak the words, and token-
LM-based changes the lowercase word and aux-
iliary verb. Both back-translation and paraphrase
restate a text with different orders and words while
both OPT and GPT adds a new context after origi-
nal statement. Interestingly, GAN-LM focuses on
changing question word which is the main factor
to increase the performance. It also finds a seman-
tically similar word. Lastly, we can see that GAN-
LM-GPT is the combination between GAN-LM
and GPT. From our findings, DA improves model
robustness to unseen noisy inputs in downstream
tasks. Augmentations containing grammatical mis-
takes, speech recognition errors, semantically sim-
ilar terms help the model generalize better. With
GAN-LM, we preserve both the semantics and the
structure of the input text, while providing diverse
augmentations. More examples of augmented data
are covered in Appendix.

5.7 Ablation Study

In Table 5, we example the ablation study of GAN-
LM where 0.3-0.7 range as the similarity thresholds
and BART as pre-trained LM are the best choices
in STS-B. The similarity thresholds control the anal-
ogy and diversity of synthetic data where 0.3-0.7
range was the top choice in STS-B to balance these

Table 4: Examples of generated augmentations. Bold
texts in each cell mean the changed parts.

Type Example
Original Why do heavier objects travel downhill faster ?
Lexical Why do heavier object travel downhill quicker?
Spelling Whay do heavier objects travel downhill faster?
Character Why do heavier osbjects tralvel downhzill faster?
Token-LM WHY does heavier objects travel downhill faster ?
Back-Translation Why are the heavier objects moving down faster?
Paraphrase Why do heavier objects go faster downhill?

OPT
Why do heavier objects travel downhill faster ?
Because they’re heavier

GPT
Why do heavier objects travel downhill faster ?
Or slow down to 2 km h

GAN-LM HOW do heavier objects travel down faster ?

GAN-LM-GPT
HOW do heavier objects travel down faster ?
Or slow down to 2 km h

two terms for achieving the best performance. Simi-
lar patterns are observed in other downstream tasks,
except for mSTS where mBART and 0.5-0.9 range
are selected. Additional architectural ablation study
is shown in Appendix.

In addition, we investigate the effect of size of
augmented data in Table 6. We consider the vali-
dation set (or cross-validation for dataset without
validation set) to determine the optimal size of aug-
mented data and find that there is a specific point
when the validation performance becomes stable.
Our findings indicate that performances (SRC -
Test in Table 6) are stabilized after this certain point,
implying that the generated synthetic data offers
sufficient diversity to improve the model’s gener-
alization capabilities. The size of augmentation in
other tasks are determined by same approach.

6 Conclusions

In this work, we investigate the effect of different
DAs to improve the performance on various tasks.
We study both techniques found in the literature as
well as the proposed GAN-LM in different scenar-
ios: We subsample training sets to study model per-
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Table 5: GAN-LM study in STS-B with half-train set.

Type SRC
GAN-LM with BART

(0.3 - 0.7)
78.02%

GAN-LM with BART
(0.1 - 0.5)

75.57%

GAN-LM with BART
(0.5 - 0.9)

77.49%

GAN-LM with BERT
(0.3 - 0.7)

71.33%

GAN-LM with XLNet
(0.3 - 0.7)

74.21%

Table 6: Investigation on the size of train set with GAN-
LM. Validation and Test describe each set in STS-B.

Low-resource in STS-B
Type Size of Train set SRC - Validation SRC - Test

GAN-LM

690 65.56% 56.81%
920 68.93% 60.16%
1150

(same as Table 2)
71% 61.66%

1380 70.89% 61.61%

formance under low-resource conditions and use
half or full training set to understand under different
conditions. In most experiments, GAN-LM clearly
gives the better results than non-contextual and
contextual-level augmentations. In addition to ap-
ply GAN-LM solely, we combine it with GPT and
back-translation to supplement the performance.

7 Limitations

There are three predictable limitations in the devel-
oped GAN-LM. First, the convergence of training
process in GAN-LM should be investigated care-
fully. Different datasets have different distribution
of data and characteristics which can affect the
GAN-LM’s convergence and we need a few iter-
ations of training to confirm the suitable epochs
for each task. Second, there can be a machine bias
since each model is trained on machine generated
synthetic data. Therefore, searching the suitable
pre-trained model is important to be considered at
the beginning. Last, while we did a thorough eval-
uation of GAN-LM on four downstream tasks, it is
still a general-purpose approach and its effective-
ness on specific tasks or domains may vary. Thus,
further research is required to fully understand its
capabilities and limitations in different contexts.

Supplementary Materials Availability Statement:
Source code is included in supplementary materi-
als. Notes on reproducibility (e.g. computational
budget and used hyperparameters) are included

in Appendix. Additional ablation study and aug-
mented examples are covered in Appendix. Links
for considered datasets and models are shown in
Appendix.
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