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Abstract

While GPT-3 has garnered significant attention
for its capabilities in natural language gener-
ation, research on its use outside of English
is still relatively limited. We focus on how
GPT-3 can be fine-tuned for generating syn-
thetic news articles in a low-resource language,
namely Danish. The model’s performance is
evaluated on the dimensions of human and ma-
chine detection in two separate experiments.
When presented with either a real or GPT-3 gen-
erated news article, human participants achieve
a 58.1% classification accuracy. Contrarily,
a fine-tuned BERT classifier obtains a 92.7%
accuracy on the same task. This discrepancy
likely pertains to the fine-tuned GPT-3 model
oversampling high-likelihood tokens in its text
generation. Although this is undetectable to the
human eye, it leaves a statistical discrepancy for
machine classifiers to detect. We address how
decisions in the experimental design favoured
the machine classifiers over the human evalu-
ators, and whether the produced synthetic arti-
cles are applicable in a real-world context.

1 Introduction

In recent years, rapid development in natural lan-
guage processing, particularly in the area of pre-
trained language models, has led to significant ad-
vancements in various language tasks. State-of-the-
art models, such as GPT-3 (Brown et al., 2020) and
BERT (Devlin et al., 2019), have excelled in tasks
such as classification of documents (Kong et al.,
2022), text completion (Balkus and Yan, 2022),
language translation (Yan et al., 2022) and text
summarization (Wazery et al., 2022). These ad-
vances have even led some to suggest that we are
currently experiencing a whole paradigm shift in
NLP with the introduction of pretrained language
models (Min et al., 2021).

However, most contemporary studies using GPT-
3 focus on its performance in English. This is
to be expected as the model was almost exclu-
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sively trained on English with less than 8% of
training data being non-English (OpenAl, 2020).
Still, the few investigations on GPT-3 for non-
English text generation show promising results
(Kraft et al., 2022; Miiller and Laurent, 2022). This
even holds for low-resource languages such as Cata-
lan (Armengol-Estapé et al., 2021).

Yet, the more prevalent approach in NLP for
low-resource languages has been using smaller
language-specific models or multilingual models
such as mBERT (Doddapaneni et al., 2021). This
is despite multilingual models seemingly lacking
in natural language generation tasks, especially for
the Nordic languages and other low-resource lan-
guages (Ronnqvist et al., 2019; Wu and Dredze,
2020). In terms of language-specific models, this
development has also occurred in Danish NLP
with several Danish models appearing based on
the likes of BERT and ELECTRA (e.g., Tamimi-
Sarnikowski, 2021 and Mgllerhgj, 2021). Neverthe-
less, such models are miniscule in size compared to
the state-of-the-art language models. For instance,
the Danish BERT model by Mgllerhgj (2021) is
trained on 9.7 billion characters. Comparatively,
GPT-3’s total training data corresponds to 1.1 tril-
lion characters (OpenAl, 2020).

In this paper, we seek to understand how well
GPT-3 can perform for a low-resource language
such as Danish when optimized for that language
through fine-tuning. To our knowledge, this is the
first structured assessment of GPT-3’s capabilities
in a Danish NLP task. Concretely, we investigate
whether GPT-3 can be fine-tuned to produce
synthetic news articles that are indistinguishable
to real news articles written by journalists. Gener-
ating news articles with GPT-3 is a common task
with previous work showing remarkable results in
English (Brown et al., 2020; Uchendu et al., 2021).
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Inspired by a similar study from Ippolito
et al. (2020), we make a two-fold evaluation of the
model’s performance:

(A) Human Detection: Can untrained human par-
ticipants distinguish between real and syn-
thetic articles in an experimental setting?

(B) Machine Detection: Can machine classifiers
be trained to distinguish between real and syn-
thetic articles?

As human and machine detection methods pre-
sumably apply distinct techniques to spot synthet-
ically generated text (Ippolito et al., 2020), a two
dimensional evaluation provides a more nuanced
insight into how GPT-3 performs on the task.

Our findings suggest that a fine-tuned GPT-3
can generate convincing Danish synthetic news,
deceiving human readers while being identifiable
by a BERT classifier. This demonstrates GPT-3’s
capacity to perform succesfully in the context of
low-resource languages, but with the drawback of
heightened machine-detectability due to an overuse
of high-probability tokens.

2 Related Work

2.1 Natural Language Generation with
Pretrained Language Models

Natural language generation (NLG) is a subfield of
NLP concerned with the process of producing in-
telligible language. However, even within this sub-
field, there are a diverse range of related sub-tasks.
Examples of such tasks, which have natural lan-
guage as the input and output, are summarization,
question answering and translation (Celikyilmaz
etal., 2021).

Similar to other fields in NLP, text generation
has evolved rapidly with the paradigm of pretrained
language models. These models have been critical
for advancing NLG as they understand natural lan-
guage, express it fluently and are capable of being
fine-tuned for a specific domain (Li et al., 2021).
Importantly, pretrained language models can gen-
erate natural language that is novel rather than just
outputting text memorized from the training data.
This was demonstrated in McCoy et al. (2021) who
found GPT-2 and Transformer-XL to produce novel
words and unique syntactic structures not found in
the training data.

The demonstrated successes of GPT-3 in NLG
cannot only be attributed to the sheer amount of
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data it has seen, but also to the underlying decoder-
transformer architecture. GPT-based models are
built using only decoder blocks which possess
a masked self-attention layer that prevents the
language model from considering future context
(Wang et al., 2022). This architecture is more eas-
ily applicable to NLG tasks than the alternative
encoder-only structures found in BERT-based mod-
els (Lewis et al., 2020).

2.2 The Fine-Tuning Approach

The groundbreaking paper introducing GPT-3 ti-
tled, “Language Models are Few-Shot Learners”
highlighted its ability to achieve strong perfor-
mance on various NLP tasks after only seeing a few
examples (Brown et al., 2020). This few-shot learn-
ing approach can be contrasted with fine-tuning
in which the model is updated through re-training
with task-specific data. Although GPT-3 arguably
excels at text generation from few-shot learning,
OpenAl recommends fine-tuning the model for cus-
tom applications citing advantages such as higher
quality results.'

Related research has also already demonstrated
the flexibility of GPT-3 by fine-tuning it for a
wide variety of tasks. Perhaps the most ambitious
fine-tune of GPT-3 is OpenAl’s Codex which was
trained on 159 GB of Python files from 54 million
GitHub repositories. As a result of this fine-tune,
Codex outperformed base GPT-3 on a benchmark
on several different coding tasks (Chen et al., 2021).
However, fine-tunes of GPT-3 extend beyond just
massive applications. A study by Zong and Kr-
ishnamachari (2022) on extracting equations from
math word problems found an 80% accuracy for
a fine-tuned GPT-3 model compared to only 40%
accuracy with 3-shot learning. Contrary to the enor-
mous Codex fine-tune, their fine-tune had just seen
1000 examples. Similar small-scale fine-tunes of
GPT-3 improved its abilities for assessing students’
short answer questions (Moore et al., 2022) and
writing less biased job advertisements (Borchers
et al., 2022).

The takeaway from these studies is that GPT-3
can improve performance through fine-tuning for
specific downstream tasks despite its generalized
task excellence from just few-shot learning.

"https://platform.openai.com/docs/guides/fine-tuning
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2.3 Evaluating Synthetically Generated Text
2.3.1 Human Detection

Evaluating whether artificial intelligence can de-
ceive humans dates back to the Turing Test (Turing,
1950). While the current state of Al is incompara-
ble to the 1950s, the underlying idea of judging ma-
chines on their human-like performance is still rel-
evant. Much of research using this approach eval-
uated language models by asking participants to
classify whether text excerpts were human-written
or synthetically generated (Bogaert et al., 2022;
Brown et al., 2020; Uchendu et al., 2021).

Although these classifications provide valuable
insight into a language model’s capabilities, they
leave many questions as to why and how these
models excel. For this reason, other studies ask par-
ticipants to rate various qualities of the text without
knowing whether the text is synthetic or real. The
exact qualities that are rated differ across studies.
For instance, some studies judge the overall text
quality (Zhang et al., 2020) or fluency (Adelani
et al., 2020) on a Likert scale. Dou et al. (2022)’s
SCARECROW framework offers a more system-
atic approach to analyzing synthetic text, accessible
to laypeople with basic training. It groups common
error types within categories, like language errors
for grammar and incoherence, and factual errors
for incorrect or nonsensical information.

2.3.2 Machine Detection

Although SCARECROW provides a standard-
ized human evaluation of language models, human
detection may not be ideal for detecting GPT-3
news articles as low accuracies would suggest. For
instance, Clark et al. (2021) found that human eval-
vators only unmasked GPT-3 news stories with
56% accuracy despite them being trained for the
task. Yet, this does not imply that synthetic text
cannot be detected at all. In fact, past research on
synthetic text detection has found machines to be
superior to humans (Ippolito et al., 2020; Meyer
et al., 2022; Uchendu et al., 2021). For example,
Ippolito et al. (2020) utilized both a bag-of-words
logistic regression and a fine-tuned BERT, report-
ing much greater performance than human eval-
uators. While the BERT model was optimal, the
bag-of-words model did not lag far behind. As for-
mulated by the study, the high performing machine
detectors are likely due to the sampling method
of language models being skewed towards high-
likelihood words. Therefore, synthetic text is more
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easily distinguishable from human language which
has greater variability in word choice (Holtzman
et al., 2020). This linguistic difference is also noted
in other research (Gehrmann et al., 2019; Tay et al.,
2020).

Nevertheless, models relying solely on word
probabilities are still inferior to more complex lan-
guage models such as BERT. This may indicate
that there are other factors which differentiate real
and synthetic articles that language models pick up
on with fine-tuning. Just like Ippolito et al. (2020),
Uchendu et al. (2021) found that the fine-tuned
BERT was the best performing detector across text
generated by 19 language models including GPT-3.

3 Data

The real news stories were all sourced from the
Danish news site tv2.dk. In October 2022, TV2’s
news platform boasted over 3 million unique users
(Danske Medier Research, 2022), which is more
than half of Denmark’s population. Hence, it makes
an excellent representation of typical news content
consumed by Danes. These articles were obtained
via two channels: directly scraping from TV2
and employing the DaNewsRoom Danish news
database (Varab and Schluter, 2020).

In the selection process, only article bodies with
a minimum length of 100 words were considered,
and longer articles were shortened to a maximum of
150 words. Although the exact threshold is some-
what arbitrary, it was kept in this range for two
reasons. Firstly, accumulating costs for generat-
ing articles with the fine-tuned GPT-3 necessitated
that we kept the articles short. Also, using longer
articles would entail that each participant would
evaluate fewer articles as their time was limited.

In total, 1866 real Danish news articles from
TV2 were sourced and used for three purposes:
Fine-tuning GPT-3 (1209 real articles), providing
training/validation data for machine classifiers (609
real articles), and serving as test data in the experi-
ments (48 real articles). Additionally, 657 synthetic
articles were generated by the fine-tuned GPT-3 for
training the classifiers (609 synthetic articles) and
test data in the experiments (48 synthetic articles).

4 Methods

4.1 Fine-Tuning GPT-3

GPT-3, specifically text-davinci-002, was fine-
tuned with 1209 pre-processed real news articles
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Figure 1: Training loss for fine-tuning GPT-3. The
dashed lines indicate an epoch ending (1209 examples).

using OpenAI’s API in Python. All articles were
formatted to JSONL in accordance with the API
documentation.” The headlines and subheadings
were combined to be the prompts for GPT-3, and
the corresponding article bodies were completions.
All hyperparameters set for the fine-tune are de-
tailed in Appendix A.1. As the training loss for the
fine-tune plateaued during the fourth epoch (Fig-
ure 1), we ended model training after this epoch.

4.2 Generating Synthetic News Articles

The fine-tuned GPT-3 was then applied to generate
synthetic news articles. As in the training phase,
the prompts (headline and subheading) came from
real news articles.> When generating the text com-
pletions, we modified several of the default hyper-
parameters based on previous research for similar
cases and OpenAl’s general recommendations.*
Firstly, GPT-3’s temperature sampling method
was adjusted by setting the temperature parameter
to zero. In temperature sampling, a high temper-
ature means that low probability tokens are more
frequently sampled. By setting temperature to zero,
the model becomes deterministic, always sampling
the most probable token when generating text. We
made this adjustment because a high temperature
may lead to factual errors as the model “takes more
risks". Also, Ippolito et al. (2020) found that a
zero temperature in conjunction with a frequency
penalty was the most successful for generating En-
glish news articles. This parameter penalizes a new
token based on how frequently it appears in the
generated text so far. It can be used along with a

Zhttps://platform.openai.com/docs/guides/fine-
tuning/prepare-training-data

3To avoid double-dipping, these headlines and subheadings
came from articles that were not part of the 1866 real articles
mentioned in the data section.

“platform.openai.com/docs/api-reference
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presence penalty (penalizes solely based on pres-
ence rather than frequency) to decrease the likeli-
hood of sampling repetitive token sequences. As
repetitiveness is also a particular concern for GPT-
3’s text generation (Dehouche, 2021), we add small
presence and frequency penalties of 0.2. The full
specification including ranges for the hyperparam-
eters are in Appendix A.2.

The text completions formed the synthetic news
articles, utilized as training/validation data for ma-
chine detection and test data for both experiments.
Sanity checks were made to verify that these arti-
cles were similar to the real news articles in length
and structure, but we made no modifications to
them whatsoever.

5 Experiment A: Human Detection

Experiment A is designed as a binary classification
task where human participants must distinguish
between real articles written by humans and GPT-
3’s synthetic ones.

5.1 Participants

120 participants (66.6% female, age: M = 30.0, SD
= 13.7) voluntarily took part in the online study.
The study was run on the online platform SoSci
Survey (Leiner, 2022) for one week in October
2022. To ensure a wide participant reach, the study
was optimized for both computer and smartphone
use. Complying with the prerequisites for the study,
all participants were adult Danish native speakers.

5.2 Experimental Procedure

In each experimental trial, participants saw a page
with one news article and four questions to be
answered (see Appendix A.5). Participants were
firstly asked to evaluate whether they believed the
article body to be written by a human or an artificial
intelligence. Subsequently, participants had to rate
their confidence on a 5-point Likert scale from com-
pletely unsure (1) to completely sure (5). Finally,
participants were asked to label whether the arti-
cle had any distracting language or factual errors.
These error types were inspired by the SCARE-
CROW framework but simplified as the full frame-
work would be too complex for untrained evalua-
tors. To ensure participants understood what the
error types implied, examples were written beneath
each question. The articles were formatted to be
closer in appearance with a real news article. This
was done by differentiating in the size and color of
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the headline, subheading and the article body (Ap-
pendix A.5). Importantly, it was clearly stated that
only the body should be evaluated, not the headline
and subheading as those always originated from
real news stories.

In total, each participant evaluated 16 articles (8
real and 8 synthetic) in a randomly shuffled order.
To cover the wide topical variance within news
articles, 96 articles were used across all participants.
That is, each participant only assessed a sixth of
the total article pool, which corresponds to every
article being evaluated by 20 unique participants.

5.3 Results

5.3.1 Human Accuracy

With 20 assessments of 96 articles, the human re-
sults are based on 1920 total classifications. The
overall classification accuracy was just 58.1%. This
means that participants only performed eight per-
centage points over chance level which is a compa-
rable result to similar studies conducted in English
(see 2.3). Interestingly, when presented with a syn-
thetic news article, participants correctly labeled it
as machine-written 53.6% of the time. Contrarily,
a true positive rate of 62.6% indicates that partici-
pants were better at identifying real news articles as
human-written. In addition, it should also be under-
lined that none of the 96 articles were exclusively
classified correctly or incorrectly. The articles that
were the easiest to identify were classified correctly
95% of the time, whereas there were only 15% cor-
rect classifications for the hardest ones.

Moreover, none of the 120 participants answered
correctly on all 16 articles that they saw, with all
of them misclassifying at least one synthetic news
article as real news. This implies that the synthetic
news articles have fooled all 120 participants to
some extent.

Furthermore, all participants were screened on
their news consumption level and prior knowledge
of GPT-3. To see whether domain expertise caused
enhanced performance, a mixed effects logistic re-
gression model was run with media consumption
level and GPT-3 knowledge as fixed effects. The
news article ID is used as a random effect to ac-
count for variance that is specific to the articles.’

The full model output is displayed in Appendix
A.6. The baseline/intercept in the model corre-
sponds to a participant who never reads news and

Saccuracy ~ news consumption + gpt-3 knowledge +
(1 I article ID)
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Figure 2: Confidence rating distribution of all trials. The
fill indicates whether the corresponding classifications
were correct or not.

never had heard of GPT-3 prior to the experiment.
The output reveals that a higher level of news con-
sumption does not lead to significantly higher accu-
racies. However, compared to the baseline, we see
significant improvements for participants that have
heard of GPT-3 before (5 = 0.327, odds ratio =
0.581, SEg = 0.131,p = 0.013) and those partici-
pants that have additionally read GPT-3 texts (8 =
0.478, odds ratio 0.617,5E3 = 0.146,p =
0.001). This suggests that having GPT-3 knowl-
edge may give an advantage in demarcating real
from synthetic news, although participants who
had worked with GPT-3 (highest level of GPT-3
knowledge) did not outperform the baseline.

5.3.2 Confidence and Error Identification

Participants were also asked to rate their confidence
in the classification as well as marking error types
for each trial. Figure 2 reveals that participants
typically abstain from the most extreme confidence
ratings of Completely unsure (1) and Completely
sure (5). As expected, participants’ accuracy is
around the chance level for low confidences. How-
ever, even when claiming to be Completely sure,
the fraction of correct answers only increases to
69%. For confidences of Fairly sure (4), this drops
to only 60% correct answers.

We also see some interesting patterns in error
type responses by the participants. Figure 3 il-
lustrates which errors were marked for real and
synthetic articles respectively. Overall, the pat-



terns are strikingly similar. The figure reveals that
participants most often did not find errors in the
articles. When errors then were marked, there was
a propensity to find language errors over factual
errors for both real and synthetic articles. Despite
the similarities, participants were more inclined to
identify both factual and language errors for syn-
thetic articles than for real ones. However, this did
not necessarily lead to correct classifications. For
instance, when participants marked Both errors, ar-
ticles were almost exclusively labeled as synthetic
(89.7% of cases) although Figure 3 reveals that this
was often incorrect.

In sum, participants struggled with demarcating
real news articles from synthetic ones in Experi-
ment A. The overall accuracy was only 58% with
classifications of synthetic news articles approach-
ing chance level. Also, all 120 participants were
fooled by at least one synthetic article and even
the most confident classifications frequently led to
wrong responses. Finally, patterns in error types
marked by participants are similar for real and syn-
thetic articles which shows the participants’ inabil-
ity to demarcate the articles by style and content.

6 Experiment B: Machine Detection

Experiment B explores whether it is possible to con-
struct machine classifiers that are capable of distin-
guishing between real and synthetic articles. This
is approached with logistic regression using bag-
of-words (BOW) and TF-IDF as baseline models.
The more advanced language model, NB-BERT-
LARGTE, is then fine-tuned, tested and evaluated
against the baselines and human participants.

6.1 Building Classifiers

Two baseline classifiers are constructed using lo-
gistic regression with BOW and TF-IDF numerical
representations of the vocabulary within the entire
corpus (see Appendix A.3 for their hyperparame-
ters). The BOW classifier is the most simple base-
line, solely representing word frequencies within
each document. TF-IDF provides a more detailed
representation by also accounting for a word’s rar-
ity in relation to the entire set of documents.
Expanding beyond purely vocabulary-based clas-
sification, we fine-tune the BERT model, NB-
BERT-LARGE (Kummervold et al., 2021), for
the binary classification task. This BERT model
was pretrained on the Norwegian Colossal Cor-
pus which is a diverse collection of textual data
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Figure 3: The marked error types by participants. On
the left, the responses to real articles are found, and the
synthetic responses are on the right. The fill indicates
how participants classified the corresponding articles.

(Kummervold et al., 2022). Although Norwegian
is the primary language of the corpus, the collec-
tion contains several languages. Notably, Danish is
the biggest language after Norwegian with 13.6%
of the corpus being in Danish. We fine-tuned the
model with the Trainer API using Hugging Face’s
transformers package (Wolf et al., 2020) in Python.
The fine-tuning dataset comprised 1218 labeled arti-
cles split into a training and validation set (training:
75%, validation: 25%). Half of these were the real
news articles from TV2 and the other half synthetic
news articles. The test data comprised the same 96
articles that humans evaluated in Experiment A.

The hyperparameters for the fine-tuning of
BERT are detailed in Appendix A.4. Resulting
from an early stopping callback,® the model was
fine-tuned for two epochs, obtaining a validation
accuracy of 95.7%.

6.2 Results

6.2.1 Classification Accuracies

Table 1 shows the results of both the machine and
human detection on the test data of 96 articles. The
fine-tuned BERT model outclasses humans at the
task with a 92.7% accuracy on the test set as well
as the highest Fl-score. Also, even the baseline
BOW and TF-IDF models performed substantially
better than the human average accuracy with ac-
curacies around 80%, indicating that vocabulary
discrepancies can demarcate the real and synthetic
articles to an extent.

®based on the validation accuracy



Classifier Accuracy F1  Precision Recall TP TN FP FN

Human 0.581 0.599 0.575 0.626 62.6% 53.6% 46.4% 37.4%
BOW 0.802 0.796 0.822 0771 771% 833% 16.7% 22.9%
TF-IDF 0.802 0.800 0.809 0792 792% 813% 18.8% 20.8%
BERT (fine-tuned) 0.927 0.927 0.932 0.927 875% 97.9% 2.1% 12.5%

Table 1: Evaluation metrics for all classifiers on the test data of 96 articles.

An interesting similarity between all machine
classifiers is their tendency to classify articles as
synthetic. This is most noticeable with fine-tuned
BERT which has 12.5% false negatives as opposed
to just 2.1% false positives. Remarkably, BERT’s
true negative classifications of 97.9% means that
the model has only classified a single synthetic
article wrong. This propensity to classify articles
as synthetic contrasts human participants, who had
a bias towards classifying most articles as real.

6.2.2 Classifier Agreement

We turn to examine classifier agreement quanti-
tatively by evaluating their inter-rater reliability
using Cohen’s Kappa. Unsurprisingly, this met-
ric reveals that TF-IDF and BOW have an almost
perfect agreement, x = 0.91, z = 3.37,p < 0.05.
Moreover, both TF-IDF (xk = 0.62, z = 6.14) and
BOW (k = 0.62,z = 6.11) have a substantial
agreement with BERT that is greater than would
be expected by chance (both p < 0.05).

Table 2 gives a qualitative insight into the agree-
ments with examples of how four test articles were
classified. Article A was the most commonly mis-
classified article for humans (17 out of 20 misclas-
sifications). However, interestingly, all three classi-
fiers correctly identified it as synthetic news. Ad-
ditionally, article B is one of four instances where
BERT correctly identified a synthetic news arti-
cle while both BOW and TF-IDF failed. Oppo-
sitely, article C provides an example of BERT’s
over-inclination to classify as synthetic. It is one of
three articles where BERT misclassified a real news
article while BOW and TF-IDF did not. Finally,
article D is the only synthetic article that BERT
misclassified. However, as Table 2 shows, BOW
and TF-IDF also struggled with this article.

The overall takeaway remains that these machine
detections performed vastly better than human par-
ticipants. This improvement was clear even for
the two baseline models based on BOW and TF-
IDF. Still, the more sophisticated fine-tuned BERT
classifier performed the best by far, with an im-
pressive 92.7% overall accuracy and just a single
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misclassification of the 48 synthetic articles.

7 Limitations

A few limitations must be addressed in relation to
these results. Firstly, several design decisions pre-
sumably favoured the machine detectors over the
human evaluators. Whereas 78.3% of human partic-
ipants had never seen GPT-3 produced texts before,
all machine classifiers received extensive training
on over 1000 labelled articles prior to the final test-
ing. Also, the zero temperature token sampling for
generating synthetic articles created an overrepre-
sentation of high-likelihood tokens. This may be
identified by the machine detectors, whereas such
patterns are are probably too subtle to notice for
humans (Ippolito et al., 2020). Also, Dou et al.
(2022) show that higher temperatures are associ-
ated with GPT-3 making off-prompt errors. Such
errors would not be captured by the machine clas-
sifiers, whereas humans would more likely identify
these more semantic shortcomings.

Moreover, it must be addressed that human clas-
sifications are possibly influenced from being con-
ducted in an experimental setting. Contrary to the
machine classifiers, the human participants saw the
headline and subheading for all articles. Despite
being repeatedly told not to evaluate them, it cannot
be dismissed that these extra elements still could
have influenced their decision-making process. For
instance, a familiar headline could have evoked an
intuition for the article being real before reading the
article body. On the other hand, one could argue
that this was beneficial for humans as they could
improve assessments by comparing contents in the
headline and subheading to the article body.

Still, these methodological decisions systemat-
ically favored the machine classifiers over the hu-
man evaluators. However, asserting that the ma-
chine superiority would evaporate based on these
considerations is a reach considering how vast the
performance gap was.

Another limitation relates to the generalizability
of the synthetic news articles. Due to experimen-
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Greenland’s government has decided not to apply for per-
mission for further oil drilling in the coming year. This is
announced by the Greenlandic Ministry of Nature, Environ-
ment and Agriculture in a press release. "We have decided
not to apply for oil drilling in 2023, because we want to
spend time developing a new strategy for the Greenlandic
economy, which will form the basis for a new oil and gas
strategy,” it says. The government also emphasizes that it
will maintain its "vision of a fossil-free Greenland". The
decision comes after a meeting on Tuesday between the
government’s four parties. It is mainly the consideration
for the climate that has led the government to drop further
oil drilling.

Two photographers and a culture minister are now crit-
icized by the Press Council for having participated in a
photo series where they posed with weapons. The Press
Council writes this in a press release. In the case against
Culture Minister Ane Halsboe-Jgrgensen (S), the council
has assessed that she has violated good press ethics by
participating in the photo series 'The Gun Series’. "By par-
ticipating in a photo series with weapons and ammunition,
the Culture Minister has expressed that it is acceptable to
carry weapons, whether it is in connection with artistic pho-
tography or not," the decision states. The decision against
photographer Rasmus Flindt Pedersen and Jim Lyngvild
is more stringent. Both have violated good press ethics by
participating in the photo series, says the Press Council.

Article C Article D
Correct | Human | BOW TF-IDF | BERT Correct | Human | BOW TF-IDF | BERT
Real Real Real Real Synthetic | Synthetic | Real Real Real Real

Consideration for endangered animal species such as hazel
dormice, birch mice, and bats in Denmark is now tem-
porarily hindering a massive natural gas project that aims
to supply Poland with natural gas from Norway. The En-
vironmental and Food Appeals Board has annulled the
project’s environmental permit, thereby halting the con-
struction work of the Baltic Pipe pipeline across Denmark.
"We are very disappointed with the decision," says Mar-
ian Kaagh, the deputy director of the company Energinet,
which is responsible for the construction work in Denmark.
In a press release, she says that Energinet has been working
on a number of initiatives to ensure good living conditions
for the animals in the areas where the pipeline is being
built. This was a requirement when the Environmental
Protection Agency granted the environmental permit for
the Baltic Pipe project in 2019. However, according to the
Environmental and Food Appeals Board, the conditions
should have been thoroughly investigated before the permit
was issued and construction work could begin.

The upcoming super hospitals are meant to help improve
the healthcare system in Denmark. However, they will
not be completed on time. On average, the 16 hospital
constructions are almost two years delayed, according to a
statement from the Quality Fund for hospital constructions,
which TV 2 has obtained access to. It is an expression of
"a number of challenges," as the fund’s director, Morten
Hjortenberg, puts it. "We had hoped for better results
halfway through the construction period. It raises concerns
and reflections on some of the decisions and priorities that
were made during the projects," he says. The fund’s task is
to provide funding for hospital constructions and ensure
high quality — that is, what is often called "quality funds."
The total budget for the constructions is over 30 billion
Danish kroner — of which the state accounts for 23 billion
and the regions’ self-financing contribution is 9 billion.

Table 2: Four article bodies from the test data translated to English. Predictions are marked in green if they were
correct and red for incorrect. The human prediction is based on the majority classification for the 20 participants for
an article (classified as real if split 50/50). See Appendix A.7 for the original articles in Danish.

tal constraints, articles were shortened greatly, and
may therefore not be comparable to what we con-
sider news in a real-world context. In addition, even
if it could write longer articles, our fine-tuned GPT-
3 model’s capabilities are practically useless in a
journalistic context despite producing human-like
outputs. This is because inferring a factually cor-
rect article body from just a headline requires addi-
tional, current context about the world which is in-
accessible in this setup. Instead, the only thinkable
purposes for this "headline-to-article news genera-
tor" have malicious undertones such as automating
fake news production.

8 Conclusion

As advancements in natural language processing
continue to progress rapidly, it is crucial to remem-
ber the importance of including and improving
upon NLP in low-resource languages. This paper
acknowledges this need by conducting a structured
assessment of GPT-3s abilities for Danish natural
language generation when fine-tuned for the task.
Our study shows that GPT-3 can be fine-tuned
to produce Danish synthetic news articles that are
virtually indistinguishable to real news articles for
humans. However, this does not imply that the
articles are actually indistinguishable as the human
eye is not all-seeing. By constructing a fine-tuned
BERT model for the same discrimination task, we
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find that machine detection of the synthetic news
articles was possible to a great extent. Hence, there
must have been underlying flaws in GPT-3’s article
generations, likely relating to an oversampling of
high-likelihood words.

The introduction of ChatGPT and GPT-4 will
likely impact the findings presented in this paper,
lowering detection accuracies further for both
humans and machines. Although, as those models
are closed-sourced, it would be troublesome to
assess whether the testing articles are already part
of the training data which poses a methodological
challenge. Regardless, as our findings for Danish
conform with similar studies in English, we
encourage future work on low-resource languages
to develop machine detectors which possibly
stand the test when human evaluators are deceived.

Supplementary Materials Availability Statement:
All source code used in the project is available from
GitHub at https://github.com/drasbaek/finetuning-
gpt3-danish-news. A dataset with the synthetic
articles as well as classifications made by machine
detectors is also available on the GitHub. The
dataset containing human responses from Experi-
ment A cannot be made available due to GDPR
regulations. The real news articles from TV2 are
also not made publicly available due to copyright
limitations. In the interest of reproducibility,
dummy data is made available on the GitHub
which mimics the actual data to the greatest
possible extent under the circumstances. Contact
the authors for more information on the project.

Ethical Considerations

In this paper, we have created a GPT-3 fine-tune
that is capable of producing synthetic news. As it
may be possible to use it for malicious purposes,
the fine-tuned model will not be available to anyone
besides the authors. Per January 4, 2024, the au-
thors will also lose access to the model as OpenAl
announced all davinci models, including fine-tunes,
will depreciate. 7 Nonetheless, we acknowledge
that this paper demonstrates the ease of producing
such a model, but also how it may be detected.

Finally, we recognize that the synthetic news
produced for this paper could potentially contain
societal biases from GPT-3s training data or from
the real news articles used for fine-tuning.

"https://openai.com/blog/gpt-4-api-general-availability
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A Appendix
A.1 Fine-tuning Parameters for GPT-3

Parameters Value
Batch Size 2
Learning Rate Multiplier 0.2
Prompt Loss Weight 0.01
Epochs 4

A.2 Text Generation Parameters for GPT-3

Parameters Value Value Range
Temperature 0 Oto1l
Frequency Penalty 0.2 -2t02
Presence Penalty 0.2 -2t02
Max Tokens 400 0to 2048
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A.3 Logistic Regression Parameters for BOW

and TFIDF
Parameters Value
Solver Ifbgs
C 10

Random State 2
Max Iterations 250

A.4 Fine-Tuning Parameters for BERT

Parameters Value
Learning Rate  2e-5
Weight Decay  0.01
Batch Size 24
Epochs run 2

Max Epochs 5

The fine-tuned BERT was defined with an early stopping
callback which stopped model training if the validation
accuracy did not improve for 3 epochs. The final model
used for inference was thus only run for 2 epochs.



A.5 Experimental Procedure

HEADLINE

SUBHEADING

ARTICLE
BODY

University in massive data leak: - The criminals have all the
information now, says expert

A student discovered that with just a few clicks, he could see others' social security
numbers.

A large number of sensitive personal details about Danish students are currently available to anyone
who wants to search the internet. This is because a database containing information on about
100,000 students at the University of Copenhagen has been leaked. It happened on Thursday
evening when a student at the University of Copenhagen discovered that with just a few clicks, he
could see other people's social security numbers. The leak was hidden behind a blurred address on
the internet, and it required a so-called reverse lookup service to find it. TV 2, using this service,
found the address, and it can be seen that it contains a large number of files with information about
the approximately 100,000 students.

Do you think that the article body is written by a human or artificial intelligence ?
[J Human
[ Artificial Intelligence

How sure are you of your answer?

Completely Slightly Somewhat Fairly Completely
unsure sure sure sure sure
1 2 3 4 5

Are there any distracting language errors?
E.g.,, spelling mistakes, wrong punctuation, incoherent or repetitive language

[ ves
O No

Are there any distracting factual errors?
E.g., contradicting information or factual mistakes about individuals or events

[ ves
[ No

Illustration of a trial from experiment A. All text was written in Danish in the actual
experiment. The article body in the example is synthetically generated. The captions
"HEADLINE", "SUBHEADING" and "ARTICLE BODY" did not appear in the actual

experiment.
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A.6 Logistic Regression Model Output for Predicting Accuracy

Fixed Effect Estimate Standard Error Z-value P-value
Intercept 0.33668 0.39335 0.856  0.39204
News_Consumption_2  -0.50311 0.43260 -1.163  0.24484
News_Consumption _3 -0.03473 0.39697 -0.087 0.93028
News_Consumption_4  -0.27516 0.40664 -0.677  0.49862
News_Consumption_5  -0.10105 0.39719 -0.254  0.79817
GPT_Knowledge_2 0.32738 0.13130 2.493 0.01266
GPT_Knowledge_3 0.47842 0.14626 3.271 0.00107
GPT_Knowledge_4 0.37824 0.22513 1.680  0.09293

Fixed Effect Level

Participant Response (translated)

News_Consumption_1
News_Consumption_2
News_Consumption_3
News_Consumption_4
News_Consumption_5
GPT_Knowledge_1

GPT_Knowledge_2

GPT_Knowledge_3

GPT_Knowledge_4

Never read the news

Very rarely read the news

Read news every week but not daily
Read news once every day

Read news multiple times a day

Never heard of GPT-3

Heard of GPT-3, but never read any-
thing it wrote or worked with it

Heard of GPT-3 and read texts it wrote,
but never worked with it

Heard of GPT-3, read texts it wrote and
worked with it

Participant Response (original)

Leser aldrig nyheder

Leser meget sjeldent nyheder

Leser nyheder hver uge men ikke
dagligt

Laser nyheder en gang om dagen
Leser nyheder flere gange om dagen
Aldrig hgrt om GPT-3

Hgrt om GPT-3, men aldrig last noget
den har skrevet eller arbejdet med den
Hgrt om GPT-3 og lest tekster den har
skrevet, men aldrig arbejdet med den
Hgrt om GPT-3, last tekster den har
skrevet og arbejdet med den
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A.7 Classifier Agreement (Table 2) Danish Original Text

Article A Article B
Correct | Human | BOW TF-IDF | BERT Correct | Human | BOW TF-IDF | BERT
Synthetic | Real Synthetic| Synthetic| Synthetic || Synthetic | Synthetic| Real Real Synthetic

Grgnlands regering har besluttet sig for ikke at sgge om
tilladelse til yderligere olieboringer i det kommende ar.
Det oplyser det grgnlandske ministerium for natur, miljg
og landbrug i en pressemeddelelse. - Vi har besluttet os for
ikke at sgge om olieboringer i 2023, fordi vi vil bruge tid pa
at udvikle en ny strategi for den grgnlandske gkonomi, som
skal danne grundlag for en ny olie- og gasstrategi, lyder det.
Regeringen understreger samtidig, at den vil fastholde sin
"vision om et fossilfrit Grgnland". Beslutningen kommer
efter et mgde tirsdag mellem regeringens fire partier. Det
er ise@r hensynet til klimaet, der har faet regeringen til at
droppe yderligere olieboringer.

To fotografer og en kulturminister far nu kritik af
Pressen@vnet for at have deltaget i en billedserie, hvor
de poserede med vaben. Det skriver Pressen@vnet i
en pressemeddelelse. I sagen mod kulturminister Ane
Halsboe-Jgrgensen (S) har navnet vurderet, at hun har
brudt god presseskik ved at deltage i billedserien *The Gun
Series’. - Kulturministeren har ved deltagelse i billedserie
med vaben og ammunition givet udtryk for, at det er ac-
ceptabelt at baere vaben, uanset om det er i forbindelse med
kunstnerisk fotografering eller ej, lyder det i afggrelsen.
Afggrelsen mod fotografen Rasmus Flindt Pedersen og Jim
Lyngvild er mere knibsk. Begge har brudt god presseskik
ved deltagelse i billedserien, mener Pressen@vnet.

Article C Article D
Correct | Human | BOW TF-IDF | BERT Correct | Human | BOW TF-IDF | BERT
Real Real Real Real Synthetic | Synthetic | Real Real Real Real

Hensynet til truede dyrearter som hasselmus, birkemus og
flagermus i Danmark stikker nu en midlertidig kaep 1 hjulet
pa et enormt naturgasprojekt, der skal forsyne Polen med
naturgas fra Norge. Det er Miljg- og Fgdevareklagen@vnet,
der har annulleret projektets miljgtilladelse, og dermed
har sat en stopper for anlegsarbejdet af rgrledningen
Baltic Pipe pa tvers af Danmark. - Vi er meget kede
af afggrelsen, siger Marian Kaagh, der er vicedirektgr i
selskabet Energinet, der star for anlegsarbejdet I Danmark.
I en pressemeddelelse siger hun, at Energinet har arbejdet
med en rekke tiltag for at sikre gode levevilkar for dyrene
de steder, hvor rgrledningen bliver anlagt. Det var et krav,
da Miljgstyrelsen i 2019 gav miljgtilladelse til Baltic
Pipe-projektet. Men ifglge Miljg- og Fgdevareklagenevnet
burde forholdene veare grundigt undersggt, allerede inden
tilladelsen blev udstedt, og anlegsarbejdet kunne begynde.

De kommende supersygehuse skal vaere med til at Igfte
sundhedsvasenet i Danmark. Men de bliver ikke klar til
tiden. Gennemsnitligt er de 16 sygehusbyggerier knap to
ar forsinkede, viser en opggrelse fra Kvalitetsfonden for
sygehusbyggerierne, som TV 2 har faet aktindsigt i. Det er
et udtryk for, at der er "en del udfordringer", som fondens
direktgr, Morten Hjortenberg, siger det. - Vi havde habet
pa bedre resultater her halvvejs inde i byggeperioden. Det
giver anledning til bekymring og eftertanke om nogle af
de beslutninger og prioriteringer, der blev truffet under
projekterne, siger han. Fondens opgave er at stille penge
til radighed for sygehusbyggerierne og sikre en hgj kvalitet
— altsa det man ofte kalder "kvalitetsfonde". Byggeriernes
samlede budget er pa over 30 milliarder kroner — heraf star
staten for 23 milliarder og regionernes selvfinansierende
bidrag pa 9 milliarder.
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