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Abstract
Hallucinations in text generation occur when
the system produces text that is not grounded in
the input. In this work, we tackle the problem
of hallucinations in neural chart summarization.
Our analysis shows that the target side of chart
summarization training datasets often contains
additional information, leading to hallucina-
tions. We propose a natural language inference
(NLI) based method to preprocess the training
data and show through human evaluation that
our method significantly reduces hallucinations.
We also found that shortening long-distance de-
pendencies in the input sequence and adding
chart-related information like title and legends
improves the overall performance.

1 Introduction

The task of generating a summary to accompany
a chart is an instance of data-to-text generation
and has a long tradition in natural language gen-
eration (NLG) (Elzer et al., 2007; Ferres et al.,
2007; Demir et al., 2012). Recent neural models
for chart summarization (Obeid and Hoque, 2020;
Hsu et al., 2021; Zhu et al., 2021; Kantharaj et al.,
2022) carry the promise to be trainable from data
and hence more versatile than approaches using
manually constructed templates, and to produce
more fluent text than previous statistical NLG sys-
tems. However, texts generated by state-of-the-
art neural systems frequently include information
which is not grounded in the input (“extrinsic hallu-
cination”), or is even contradictory to it (“intrinsic
hallucination”), see an example in Table 1.

Hallucinations in NLG (Koehn and Knowles,
2017; Raunak et al., 2021) have been a concern in
neural models for various tasks (Huang et al., 2021;
Lee et al., 2019; Rebuffel et al., 2022). We identify
two reasons for hallucinations in chart summariza-
tion: (1) complexity and missing information in
the input format of chart data; (2) presence of un-
grounded information in chart summaries of the
training data. Our contributions are as follows:
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Road rage behavior among drivers in the U.S. as of 2015. 

This statistic shows the road rage behavior of drivers in the
United States as of 2015. Four percent of the drivers said they
have been on the receiving end of a rude gesture. The survey
was conducted online and all the participants had a valid U.S.
driving license.

Table 1: This output example from the chart-to-
text NLG system by Kantharaj et al. (2022) includes
intrinsic, and extrinsic hallucinations.

• We demonstrate the importance of providing
more context and reducing long-distance de-
pendencies in the linearized input format.

• We propose an NLI cleaning step to remove
ungrounded information in the training data.

Our experimental code and model output will be
released on Github under an open license.1

2 Background and Related Work

2.1 Recent work in Chart Summarization

Several chart summarization datasets and models
were developed recently. Obeid and Hoque (2020)
created the Chart-to-Text data with English charts
from statista.com (dubbed c2t-small in this paper).
They model chart summarization as a data-to-text
problem and adapt a transformer by Gong et al.
(2019). Kantharaj et al. (2022) released an ex-
tended dataset crawled from the same platform,
also called Chart-to-text (c2t-big in this paper).

1https://github.com/WorldHellow/Hallucinations-C2T

https://github.com/WorldHellow/Hallucinations-C2T
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Dataset Training Validation Test Total

c2t-small 5,703 1,222 1,222 8,147
c2t-big 24,367 5,222 5,222 34,811

Table 2: Dataset sizes and splits: c2t-small by Obeid and
Hoque (2020) and c2t-big by Kantharaj et al. (2022).

They finetune multiple pretrained models, such as
BART (Lewis et al., 2020) and T5 (Raffel et al.,
2020). Table 2 shows the statistics of both datasets.

2.2 Hallucinations in Data-to-text NLG

In NLG, hallucination or unfaithful output means
generated text that is not grounded in the input. Ji
et al. (2023) describe two types of hallucinations:
Intrinsic Hallucinations refer to generated output
that contradicts the source content, and Extrinsic
Hallucinations refer to output that cannot be veri-
fied by the source. Ji et al. (2023) name three main
causes for hallucinations: (1) source-reference di-
vergence (reference text not supported by the in-
put data), (2) modeling choices, and (3) decoding
strategies. Efforts are made to mitigate hallucina-
tions in NLG, particularly in data-to-text models.
At the data level, clean and faithful datasets such
as ToTTo (Parikh et al., 2020) and RotoWire-FG
(Wang, 2019) were created with significant manual
effort. For data preprocessing, Nie et al. (2019) use
a domain-specific language understanding module
to automatically remove noise from input meaning
representations and reduce hallucinations. A more
domain-general automatic approach was proposed
by Dušek and Kasner (2020) with a transformer
finetuned for NLI, but it was only applied to evalu-
ate faithfulness of generated text, not to correct it.
Our approach combines the latter two by applying
NLI for automatic data cleaning.

3 Problem Identification

We manually analyzed two samples of 50 gener-
ated chart summaries of Obeid and Hoque (2020)’s
transformer trained on c2t-small and Kantharaj
et al. (2022)’s T5 model finetuned on c2t-big. For
the c2t-small transformer, 22 summaries had in-
trinsic and 13 had extrinsic hallucinations. Some
summaries were also incoherent and repetitive. For
the c2t-big T5 model, 4 out of 50 summaries had
intrinsic and 11 had extrinsic hallucinations.

Based on our analysis, we speculate that intrinsic
and extrinsic hallucinations have different causes

Road rage behavior among drivers in the U.S. as of
2015 x-y labels situation - share of respondents x-y
values On the receiving end of a rude gesture 53%,
Yelled or used profanity 26%, Made a rude gesture 17%,
Felt physically threatened 13%, Exited their vehicle to
engage angrily 4%

Table 3: Example of our proposed linearization (See the
chart in Table 1). After the chart title, the input contains
x and y axis labels, followed by x-y pairs, such that each
y value is adjacent to its corresponding x value.

as identified by Ji et al. (2023). Intrinsic hallu-
cinations may happen due to input sequence for-
matting (i.e., modeling choices), while extrinsic
hallucinations are caused by the source-reference
divergence in training data (missing input informa-
tion and noise) Maynez et al. (2020). We address
the input format in Section 4 by adding context
and reducing long-distance dependencies, and we
further address noise in references in Section 5.

4 Input Format Adjustment

4.1 Context and Distance in Input Formatting
The source data table must be linearized for input
into a sequence-to-sequence model. Obeid and
Hoque (2020)’s linearization includes x and y axis
labels, values, and chart type, but lacks the chart
title (see Table 8 in the Appendix for an exam-
ple). We speculate that excluding the title results in
extrinsic hallucination, i.e., generation of entities
from parametric knowledge instead of the input
data (Longpre et al., 2021).

Kantharaj et al. (2022)’s T5-based approach pro-
duced far better results than Obeid and Hoque
(2020), but some hallucinations were still present.
They format the data table by following the tem-
plate: title + y-values + x-values (see Table 9 in the
Appendix for an example). This format includes
the title, but it lacks the x and y axis labels and the
corresponding x-y values are not adjacent. The dis-
tance between each x and its corresponding y value
is large, and we speculate the model faces difficulty
when learning pairwise relationships between x
and y, leading to intrinsic hallucination.

4.2 Proposed Input Formatting
Considering these input format problems, we hy-
pothesise that reducing long-distance dependencies
between x and y axis values in the linearized input
data will alleviate intrinsic hallucinations; adding
title and x and y axis labels should reduce extrinsic
ones. We thus propose a linearized input with adja-
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cent x-y pairs. The template we use is: title + x-y
labels + x-y values. See Table 3 for an example.

4.3 Experimental Setup

We finetune T5 (Raffel et al., 2020) with our lin-
earization proposed in Section 4.2, comparing to
both original linearizations discussed in Section 4.1.
We include ablated versions to check the effects
of including the title, including axis labels, or us-
ing adjacent x-y pairs. As a prefix to T5’s decoder
input, we use “C2T: ”. More training details are
provided in Table 11 in the Appendix. We evaluate
using BLEU (Post, 2018), ROUGE-2 (Lin, 2004),
perplexity,2 and NUBIA (Kane et al., 2020). NU-
BIA produces a score based on logical agreement,
contradiction, neutrality, and semantic similarity.

4.4 Metrics Results

On the c2t-small data, T5-S-OL (our linearization)
is compared to the original model of Obeid and
Hoque (2020), a T5 finetuned using their lineariza-
tion (T5-S-O&HL), and an ablation variant which
uses their linearization and adds the chart title (T5-
S-O&HL + title). Results in Table 4 show that our
linearization improves almost all metrics. While
the overall NUBIA score is lower, its most im-
portant elements (logical agreement, contradiction,
semantic similarity) are improved (cf. Section 6.2).
Obeid and Hoque (2020)’s input format produces
many entity hallucinations. Including the chart title
format improves performance substantially, which
is expected as this provides crucial context for the
model. Further small gains stem from less redun-
dancy in our linearization.3

On the c2t-big data, T5-B-OL (our linearization)
is compared to the original T5 model of Kantharaj
et al. (2022) and an ablation using their lineariza-
tion with added axis labels (T5-B-K + axis labels).
Table 5 shows improvements on almost all metrics,
with NUBIA not reflecting its individual elements’
improvements, similar as above (cf. Section 6.2).
Adding axis labels to Kantharaj et al. (2022)’s for-
mat is a very modest help, but using adjacent x-y
pairs in our format yields a larger improvement.4

4.5 Manual Analysis

We manually analyzed 50 output samples from T5-
S-OL, checking for hallucinations. To find intrinsic

2https://huggingface.co/docs/transformers/perplexity
3Axis labels and chart type are not repeated in our format,

compare Table 8 and 10 in the Appendix.
4More on ablations in Appendix A.2.

hallucinations, we checked for any information in
the summaries that would conflict with the input
(x-y values, entities, or trends). For extrinsic hal-
lucinations, we checked for the presence of any
information that was not verifiable from the input
data. We found no intrinsic hallucinations, but 18
summaries still had extrinsic hallucinations. Ta-
ble 7 in the Appendix provides example outputs.

5 Cleaning Noisy References with NLI

5.1 Noise in Training Summaries
Since source-reference divergence can also cause
hallucinations, we analyzed the reference side of
the same sample of 50 instances from the c2t-small
dataset as in Section 3 to look for text that is not
grounded in the source chart. 20 out of 50 sum-
maries contained ungrounded information. While
this ungrounded information makes the summaries
more interesting, it cannot be verified from the
chart and hence counts as extrinsic hallucination.
We also analyzed references in the c2t-big dataset
and found a similar pattern, which is expected since
both datasets come from the same source.

5.2 Influence on Generation
To show that ungrounded information in training
data influence system outputs, we run an experi-
ment on the Autochart dataset (Zhu et al., 2021),
which is handcrafted and thus guaranteed not to
contain hallucinations. We introduce synthetic un-
grounded text at random places in Autochart sum-
maries using vanilla GPT-2 (Radford et al., 2019)
generation prompted by preceding summary text,
thus creating a noisy Autochart version.5 The sum-
mary of the chart is segmented, and a random sen-
tence from the summary is used as a prompt for
GPT-2 to produce an ungrounded sentence. The
generated text is then inserted at a random location
in the segmented summary, creating a new sum-
mary with ungrounded information. We analyze 50
outputs from a T5 model finetuned on both original
(T5-AC-orig) and noisy (T5-AC-noisy) versions.
While we found no hallucinations in outputs of
T5-AC-orig, we identified 27 extrinsic hallucina-
tions in T5-AC-noisy’s outputs. T5-AC-noisy also
produced repetitive summaries (43 out of 50).

5.3 Improving Faithfulness using NLI
To alleviate extrinsic hallucinations caused by the
training data, we propose using NLI, taking inspira-

5See Section A.1 in the Appendix for details.

https://huggingface.co/docs/transformers/perplexity
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Model BL↑ RG-2↑ PPL↓ L↑ C↓ Neu SS↑ N↑

Transformer by Obeid and Hoque (2020) 18.5 - - - - - - -
T5-S-O&HL 26.1 33.5 7.4 5.5 67.8 26.5 3.0/5 35.4
T5-S-O&HL + title 31.0 44.0 16.0 24.8 23.5 51.5 3.0/5 60.6
T5-S-OL 33.9 44.8 7.5 33.2 22.3 44.4 3.5/5 46.9
T5-S-OL-NLI 34.2 43.7 7.1 33.1 10.2 56.5 3.5/5 44.5

Table 4: Evaluation results on c2t-small for input format improvements (Section 4) and NLI filtering (Section 5):
BLEU-4 (BL), ROUGE-2 (RG-2), Perplexity (PPL), Logical Agreement (L), Contradiction (C), Neu (Neutrality),
Semantic Similarity (SS) and the NUBIA (N) score.

Model BL↑ RG-2↑ PPL↓ L↑ C↓ Neu SS↑ N↑

T5 by Kantharaj et al. (2022) 37.0 50.5 10.0 34.5 22.9 42.5 3.6/5 53.5
T5-B-K + axis labels 37.6 50.5 8.2 33.0 23.9 42.9 3.6/5 51.4
T5-B-OL 39.8 55.0 8.2 39.3 21.3 39.3 3.6/5 55.6
T5-B-OL-NLI 42.2 50.7 8.2 40.3 15.1 44.5 3.6/5 53.5

Table 5: Evaluation results for comparing linearization methods on c2t-big (see Table 4 for metrics).

summarytable

segmentationlinearization

sentencescontext

BART-NLI

premise hypotheses

sentence 
entailment 

scores

filtered 
summary

threshold>0.3 ?

Figure 1: Summary cleaning process using zero-shot
BART-NLI.

tion from Pang et al. (2021) and Dušek and Kasner
(2020). We use NLI as a preprocessing tool: any
sentences in a summary that are not entailed in
the linearized data will be discarded. We use the
BART-MNLI pretrained model6 for this. It is based
on Yin et al. (2019)’s study on zero-shot text clas-
sification as an entailment problem and trained to
produce an entailment score on a scale of 0-100
(with no specific neutral or contradiction labels).

Figure 1 shows a diagram of the overall cleaning
process. We apply the filtering step to the entire
c2t-small dataset by segmenting the summaries,
passing each sentence as hypothesis and linearized
data as premise. If the sentence gets an entailment
score above the threshold of 0.3, we keep it, oth-
erwise we discard the sentence.7 Out of the 100
filtered summaries, 69 were correctly filtered, and

6https://huggingface.co/facebook/bart-large-mnli
7The threshold was found empirically (see Appendix

A.1.3).

Model VC↑ OIP↓ Inf↑ Coh↑ Flu↑

T5-S-OL 56.00% 38.00% 3.80/5 3.81/5 3.88/5
T5-S-OL-NLI 76.00% 17.00% 3.60/5 3.91/5 3.96/5
p-value 1.5e-5 1.0e-5 0.914 0.333 0.465

Table 6: Human evaluation results (see Section 5.5). We
used a χ2 test for VC and OIP, and one-way ANOVA
for Inf, Coh, and Flu.

31 were incorrectly filtered. We also applied the
above process to c2t-big dataset.

5.4 Finetuning T5 on Filtered Data

To evaluate the filtering, we compare two pairs
of finetuned T5 models on both c2t-small and
c2t-big, filtered (T5-B/S-OL-NLI) and non-filtered
(T5-B/S-OL). All use our proposed linearization
method. We use data splits described in Section 2.

Tables 4 and 5 show the results of T5 finetuned
on the filtered data and the baselines. The auto-
matic metrics do not show any clear trend for T5-
S-OL-NLI: BLEU improves but ROUGE drops;
NUBIA logical agreement stays unchanged, con-
tradictions decrease but neutral statements (also
interpretable as hallucinations) increase. For T5-
B-OL-NLI, we get minor improvements in BLEU
and NUBIA logical agreement, but again a drop
in ROUGE. This does not indicate improvements;
however, upon manual analysis of 50 summaries
for the same charts as in Section 4.5, we found that
only 4 outputs from T5-S-OL-NLI still contained
hallucinations (compared to 18 for T5-S-OL).

https://huggingface.co/facebook/bart-large-mnli


418

5.5 Human Evaluation

We conduct a detailed human evaluation, compar-
ing T5-S-OL (see Section 4.1) and T5-S-OL-NLI
(trained in Section 5.4). We evaluate the follow-
ing: (1) Value Correctness (VC): Numbers/values
in the summary are from the chart, (2) Outside
Information Presence (OIP): The summary con-
tains information not grounded in the chart, (3)
Informativeness (Inf): The summary conveys a
lot of information about the chart, (4) Coherence
(Coh): The summary content is orderly and logi-
cally consistent, and (5) Fluency (Flu): The text is
grammatically correct and is not repetitive.

We used Prolific to recruit English native speak-
ers from the UK8 and Google Forms to conduct
the survey. For each model, 50 samples were used
and split into 5 experiments with 10 samples each.
Each sample was annotated by 5 participants, in
total 25 participants completed the survey. Table 6
shows the result. Considering faithfulness (VC and
OIP), the T5-S-OL-NLI model trained on filtered
data performs significantly better than the base-
line T5-S-OL, showing that our method of alleviat-
ing hallucinations via cleaning training summaries
through NLI is effective.

6 Discussions

6.1 Ungrounded Information in Training Data

In Section 5.1, we reported on ungrounded infor-
mation in training data and showed in Section 5.2
that this leads to hallucinations in generated out-
puts. While there are good reasons for ungrounded
information in human-written summaries (e.g., pro-
viding additional detail/background or linking to
other events; cf. Thomson and Reiter, 2020), using
such data to train an end-to-end model that does
not distinguish between describing the chart and
providing additional information is not appropriate
and leads to inaccurate outputs, which is unsuitable
for real-world scenarios (cf. Maynez et al., 2020;
Xu et al., 2021).

6.2 Metrics’ Shortcomings in Assessing
Hallucinations

None of the automatic metrics we used (see Sec-
tion 4.3) measure hallucinations explicitly. BLEU
and ROUGE are reference-based and prone to bi-
ases stemming from ungrounded information in
references (see Section 6.1), such as assigning

8https://www.prolific.co/, the hourly pay rate was 9.5 GBP.

higher scores to hallucinated outputs. NUBIA is
a trained aggregate metric of several components
(NLI-based logical agreement, contradiction and
neutrality, plus semantic similarity and fluency).
We found that this aggregation can lead to non-
transparent or confusing results: even if individual
components are clearly improved, NUBIA may
drop (see Section 4.4). Therefore, we found logical
agreement and semantic similarity scores to be the
most useful constituents of NUBIA for indicating
the presence of hallucinations in generated texts.

7 Conclusions

We show that reducing long-distance dependencies
and providing more context on the model’s input
results in fewer intrinsic hallucinations, and demon-
strate that extrinsic hallucinations are a result of
ungrounded information in the training summaries.
Furthermore, we show through human evaluation
that employing NLI to filter training summaries
results in a significant drop in hallucinations.

Limitations

The main limitation of our work is that we were un-
able to eliminate the extrinsic hallucinations com-
pletely. In Section 5.3, we mentioned that 31 out of
100 summaries were not filtered correctly, meaning
that these summaries were left with ungrounded in-
formation, which resulted in 4 out of 50 generated
summaries with extrinsic hallucinations. BART-
NLI is developed for linguistic input and we em-
ploy it to infer from non-linguistic input. The
second limitation is that generated summaries are
shorter on average. T5-S-OL-NLI generated 28%
of the summaries of just a single sentence. We ex-
pected this problem because our method of filtering
only removes sentences and does not replace them
with statements entailed in the data. The final limi-
tation is that our model is only limited to producing
summaries in the English language as it is trained
on English summaries.
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A Appendix

A.1 Experiment using Autochart

A.1.1 Splits
The authors of autochart did not create any data
splits. The total size of the dataset is 23,543 chart-
summary pairs. From the dataset, we use 10,593
and split it with the ratio of 70:15:15.

A.1.2 GPT-2 Noise Generation
To inject noise in the summaries, we first segment
the summary using NLTK (Bird et al., 2009) sen-
tence tokenizer. After segmenting the summary, we
randomly pick a sentence and give it as a prompt
to the GPT-2 model. For GPT-2 generation, we
use greedy search. The generated sentence is then
inserted at a random location in the segmented sum-
mary list, and then all the sentences are combined.
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A.1.3 Threshold Determination
We analyzed a random sample of 100 filtered sum-
maries and found that the mean entailment score of
the entailed sentences was 89, while the mean en-
tailment score given to the non-entailed sentences
was 8.7. This means that the model is sure when
assigning the score, and making minor adjustments
to the threshold would not lead to significant im-
provements.

A.2 Ablations

We conducted ablation experiments to investigate
where the improvement comes from in the lineariza-
tion. We computed two ablations: (1) Obeid and
Hoque (2020)’s linearization with added chart ti-
tle (T5-S-O&HL+title), and (2) Kantharaj et al.
(2022)’s linearization with added axis labels (T5-
B-K + axis labels). Results are shown in Tables 4
and 5. Both ablation show improvements over the
original linearizations, but do not match our scores,
showing that all our format changes are helpful. For
(1) resulting scores are between our linearization
and Obeid and Hoque (2020)’s linearization, and
for (2) resulting scores are very close to the origi-
nal linearization results, however, they are slightly
worse than ours. The most significant enhance-
ment is due to (1), which is understandable as the
model’s performance improves with increased con-
text. Likewise, the inclusion of x-y labels leads to
an enhancement over the initial outcomes. How-
ever, the performance is further boosted when the
input data values are combined.

A.3 Human Evaluation Survey Details

A.3.1 Consent Form
Each user was asked to sign the consent form based
on the following text: This study is being con-
ducted as part of ongoing research at [——]. If you
have any questions or comments about the study,
please contact us on Prolific. You must be at least
18 years old to participate. Your participation in
this research is voluntary. There are no risks or
benefits to participating in this study. In the next
section we will ask for your Prolific ID. All data
will be anonymized prior to analysis and Prolific
IDs will not be published.

A.3.2 Survey Description
Dear Participants, you will be evaluating sum-
maries of charts. Choose the summary that has
Value Correctness and Outside Information Pres-

ence. Rate the informativeness, coherence, and
fluency of the summaries given the chart.

Value Correctness: Numbers/figures/values in
the summary are from the chart. Here you deter-
mine which of the summaries are accurate.

Outside Information: Information that is not
from the chart at all. Here you determine which of
the summaries have information not taken from the
chart.

Informativeness: The summary conveys a lot
of information about the chart. 1 being the least
informative and 5 being the most informative.

Coherence: The information included in the sum-
mary is orderly and logically consistent. Here you
rate the coherence of the summary. 1 being the
least coherent and 5 being the most coherent.

Fluency: Summary is grammatically correct and
does not contain any repetitions. Here you rate the
fluency of the summary. 1 being the least fluent
and 5 being the most fluent.

A.3.3 Evaluation of Measured Properties
Value correctness gives us a binary scores, mean-
ing, either the summary has correct values or not.
Similarly for outside information presence, we also
get binary scores. For, informativeness, coherence,
and fluency, we get scores out of 5-point Likert
scale (Likert, 1932), 5 being the highest score, and
1 being the lowest score.
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T5-S-OL T5-B-OL T5-S-OL-NLI
This statistic shows road rage
behavior among drivers in the
United States. During the
survey, 53 percent of respon-
dents stated they had been on
the receiving end of a rude
gesture. All the participants
in this survey had a valid U.S.
driving license.

This statistic represents the road rage
behavior among drivers in the United
States as of April 2015. During the
survey, 13 percent of respondents
stated that they felt physically threat-
ened by another driver to engage in
angrily with another driver. The sur-
vey was conducted online and all the
participants had a valid U.S. driving
license.

This statistic shows the road
rage behavior among drivers
in the United States. 53 per-
cent of respondents said they
had been on the receiving end
of a rude gesture and 26 per-
cent of the respondents said
they have yelled or used pro-
fanity at another driver.

Table 7: Generated summaries from three different models for the chart in Table 1. The summaries from T5-S-OL
and T5-B-OL contain extrinsic hallucinations.
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Most popular social network among Millennials in the United States as of August 
2016, by age group

Platform | Facebook | 0 | bar chart 18-24 | 36 | 1
| bar chart 25-29 | 41 | 2 | bar chart 30-34 | 50 |
3 | bar chart Platform | Instagram | 0 | bar chart
18-24 | 24 | 1 | bar chart 25-29 | 17 | 2 | bar chart
30-34 | 13 | 3 | bar chart Platform | YouTube | 0
| bar chart 18-24 | 12 | 1 | bar chart 25-29 | 14 |
2 | bar chart 30-34 | 11 | 3 | bar chart Platform |
LinkedIn | 0 | bar chart 18-24 | 7 | 1 | bar chart
25-29 | 10 | 2 | bar chart 30-34 | 10| 3 | bar chart
Platform | Pinterest | 0 | bar chart 18-24 | 9 | 1
| bar chart 25-29 | 8 | 2 | bar chart 30-34 | 8 |
3 | bar chart Platform | Snapchat | 0 | bar chart
18-24 | 9 | 1| bar chart 25-29 | 9 | 2 | bar chart
30-34 | 5 | 3 | bar chart Platform | Twitter | 0 |
bar chart 18-24 | 3 | 1 | bar chart 25-29 | 1 | 2 |
bar chart 30-34 | 2 | 3 | bar chart

Table 8: Linearized input format used by Obeid and Hoque (2020). Example from c2t-small dataset.
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1900 1925 1950 1975 2000

Foreign-born population in the United States, 1900-2013
Foreign-born population in the United States,
1900-2013 10.3 | 13.5 | 13.9 | 14.2 | 11.6 | 10.3
| 9.7 | 9.6 | 14.1 | 19.8 | 31.1 | 39.9 | 41.3 | 1900
| 1910 | 1920 | 1930 |1940 | 1950 | 1960 | 1970
| 1980 | 1990 | 2000 | 2010 | 2013

Table 9: Linearized input format used by Kantharaj et al. (2022). Example from c2t-big dataset.
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Year
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Draught Values Packages 

Sales volume of beer in Prince Edward Island ( P.E.I ) from FY 2012 to FY 2019 
, by product type ( in million liters ) Sales volume of beer in Prince Edward Island (

P.E.I ) from FY 2012 to FY 2019 , by product
type ( in million liters ) labels Year - Packaged -
Draught values 2019 8.62 1.13 , 2018 8.65 1.1
, 2017 8.19 0.98 , 2016 8.48 0.91 , 2015 8.39
0.83 , 2014 8.47 0.74 , 2013 8.84 0.65 , 2012
8.79 0.64

Table 10: The proposed input format that we use for both the c2t-small and c2t-big dataset following the formula
title + x-y labels + x-y values. Individual parts are separated by a comma.

Model Version Model Repository
Pre-trained T5-base (Raffel et al., 2020) https://huggingface.co/t5-base
Parameter Value
Maximum input length 1024
Maximum target length 512
Truncation True
Padding max_length
batch size 2
Optimizer Weighted Adam (Kingma and Ba, 2015)
Learning rate 3e-4
Weight decay 0.01
Training epochs and hours for T5-S-O&HL 6 epochs, 11 hours
Training epochs and hours for T5-S-OL 6 epochs, 11 hours
Training epochs and hours for T5-AC-orig 8 epochs, 6 hours
Training epochs and hours for T5-AC-noisy 8 epochs, 6 hours
Training epochs for T5-S-OL-NLI 6 epochs, 11 hours
Training epochs for T5-B-OL 12 epochs, 37 hours
Training runs for all the models Single run
Beam size 4
GPU Tesla T4 16 GB

Table 11: Hyper-parameters used and training details of our experiments.

https://huggingface.co/t5-base

