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Preface

We are excited to present the Proceedings of the 16th International Natural Language Generation
Conference (INLG 2023). This year is the first time since the Covid-19 pandemic that the event will
run mainly in-person again, from 11 to 15 September 2023 in Prague, Czech Republic. A novel aspect
of this year’s INLG is that, for the first time in its history, it is held jointly with the 24th Annual Meeting
of the Special Interest Group on Discourse and Dialogue (SIGDial 2023). INLG-SIGDIAL 2023 was
locally organized by Charles University, thanks to the tireless efforts of the local chair Ondřej Dušek and
his team.

The INLG conference is the main international venue for presentation of novel research and discussion
of the computational task of Natural Language Generation (NLG) and its broad range of applications,
including mainly data-to-text, text-to-text, and image-to-text approaches. Also this year, INLG consisted
of several events.

The conference took place from 13 to 15 September. For the main track, we received a total of 98
conference submissions, 4 ARR submissions, and 4 demo paper submissions. After review by at least
three program committee members and a meta review from the area chairs, 19 were accepted as long
papers, 17 as short papers, and 4 as demo papers.

INLG, jointly with SIGDIAL, featured four keynote speakers, being:

• Barbara Di Eugenio, University of Illinois, Chicago, USA

• Emmanuel Dupoux, Ecole des Hautes Etudes en Sciences Sociales, France

• Ryan Lowe, OpenAI, USA

• Elena Simperl, King’s College London, UK

The Generation Challenge, i.e., a set of shared tasks, was a track of the main conference also this year. It
was chaired by Simon Mille. Details about the challenge and the proceedings will appear in a companion
proceedings volume.

The main event was preceded by two days of workshops held jointly with SIGDIAL2023, of which two
focussed on NLG, being the workshop on “Multimodal, Multilingual Natural Language Generation and
Multilingual WebNLG Challenge” and a hackathon on practical “LLM-assisted data-to-text generation”.

The event received sponsorship from: Liveperson and Luxai (Platinum), Apple (Gold), Furhat (Silver),
and Bloomberg and Ax Semantics (Bronze).

It is also important to mention that the 16th INLG would not be possible without the help of the Area
Chairs and Program Committee members for their reviewing contributions for whom we express our
gratitude, and the expertise of SIGGEN representatives Raquel Hervás and Emiel van Miltenburg.

C. Maria Keet
Hung-yi Lee
Sina Zarrieß
INLG 2023 Program Chairs
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František Trebuňa and Ondrej Dusek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .6

Audio Commentary System for Real-Time Racing Game Play
Tatsuya Ishigaki, Goran Topić, Yumi Hamazono, Ichiro Kobayashi, Yusuke Miyao and Hiroya

Takamura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

ix





Proceedings of the 16th International Natural Language Generation Conference: System Demonstrations, pages 1–3
September 11–15, 2023. ©2023 Association for Computational Linguistics

 
 
 

Abstract 

This demo paper presents a brief 
introduction of MiReportor, a computer-
aided medical imaging report generator, 
which leverages a unified framework of 
medical image understanding and 
generation to predict readable descriptions 
for medical images, and assists radiologists 
in imaging reports writing. 

1 Introduction 

In the intelligent-assisted diagnosis scenario, 
computers are required to present reliable 
interpretation of medical imaging findings. 
Medical Imaging Report Generation (MIRG) 
integrates advanced technologies such as 
computer vision and natural language processing 
for identifying critical information from medical 
images and giving reasonable explanations 
(Messina, 2022). This demo paper presents a brief 
overview of MiReportor (Medical imaging 
Report generator), a prototype system designed 
for computer-aided imaging report writing, open 
accessed by  
http://mireportor.com 

MiReportor generates fluent imaging reports in 
both Chinese and English and provides human-
computer interaction service for radiomics 
researchers on image reading, report reviewing and 
editing.  

2 System Overview 

The initial design of MiReportor was derived from 
the unified framework of medical image 
understanding and generation that we proposed 
earlier (Wang, 2019). It takes multimodal medical 
images, such as CT, X-ray, Ultrasound, etc. as input, 
and predicts related semantic labels as well as brief 
readable descriptions of radiology findings. In the 
recent work, we refer to the latest progress on 
vision-language representation (Feng, 2022) and 
update our workflow (see Figure 1). 

2.1 Medical Image-Text Representation 

Well pre-trained medical image-text representation 
is the basis for generating good descriptions. We 
selected the visual-language model BLIP (Li, 2022) 
as our backbone network to build a joint 
representation model of medical images and texts. 
We collected open source datasets containing 
parallel medical image and texts such as ROCO 
(Pelka, 2018) 1  and MedICaT (Subramanian, 
2020)2, nearly 299K medical image -text pairs for 
pre-training.  We also extracted millions of medical 
image-text pairs from biomedical literatures and 
utilized the data bootstrapping strategy suggested 
by BLIP to filter noisy image-text pairs for 
optimizing the representation model.

 
Figure1: Workflow of MiReportor. 

 
1 https://github.com/razorx89/roco-dataset 2 https://github.com/allenai/medicat 
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2.2 Fine-grained Multi-label Classification 

We measured the potential semantic association 
between medical images and reports by computing 
their cross-modal semantic similarities. By 
referring to medical knowledge systems such as 
UMLS and MeSH, we performed secondary data 
annotation on medical image datasets according to 
medical terms and their semantic types. Then we 
constructed a transfer learning-based fine-grained 
multi-label classification model to identify key 
semantic concepts related to medical images 
(Wang, 2021). 

2.3 Medical Multimodal Encoder-Decoder 

Since general vision-language model is too large to 
be applied under low resources, we refer to Liu 
(2021)’s work on Multi-stage Pre-training and 
proposed an improved Medical Multimodal 
Encoder-Decoder (MMED) adapted to the medical 
scenarios. To capture the alignment of medical 
images and multi-grained texts, MMED was pre-
trained in multiple stages with different training 
tasks and optimizing objectives. More details about 
MMED are under review for publication, and we 
will update this module in the future version. 

2.4 Medical Image Caption Prediction 

Interpretable descriptions of medical images are 
the basic composition of semi-structured imaging 
reports. We developed multiple caption prediction 
models that generate hierarchical texts for multi-
modal medical images, including semantic labels, 
image sentence topics and coherent sentence 
descriptions. To obtain accurate reports for specific 

anatomical parts and imaging types, we fine-tuned 
caption models based on different open-sourced 
datasets of real medical imaging reports, such as 
MIMIC-CXR (Johnson, 2019), Chest X-ray 
(Demner-Fushman, 2016), etc. One of them is 
TMRGM (Wang, 2021) 3 , a chest X-ray report 
generation model. Further, by connecting the 
efficient Aliyun translation interface service, 
multilingual reports can be output. 

3 Evaluation 

 Considering the various linguistic and visual 
characteristics of different groups of people, we 
manually annotated a sentence template library of 
chest X-ray image reports. We used TMRGM to 
generate image reports for healthy and patient 
groups respectively. We validated the performance 
of chest X-ray caption prediction based on the IU 
Chest X-ray Dataset, see Table 1. An example of 
X-ray report generated by our system is illustrated 
in Figure 2. The current demo deployed both 
TMRGM and a BLIP-based Chest X-ray report 
generation model. Users can compare and choose 
the one suitable to their data. More report 
generation models will be integrated for other 
imaging types and body parts in the future. 

 
Figure2: An example of imaging report generated 

by MiReportor. 
Method B1 B2 B3 B4 MT RG CD 
TieNet 

(Wang, 2018) 
0.286 0.160 0.104 0.074 0.108 0.226 -- 

CoAtt 
(Jing, 2018) 

0.303 0.181 0.121 0.084 0.132 0.249 0.175 

Adapt-att 0.378 0.255 0.185 0.138 0.162 0.316 0.387 
BLIP 0.394 0.232 0.154 0.109 0.167 0.315 0.257 

TMRGM 0.419 0.281 0.201 0.145 0.183 0.280 0.359 

Table 1: Preliminary results of Chest X-ray Report Generation, in which B1 to B4 refer to BLEU score, MT refers to 
METEOR, RG refers to ROUGE, and CD refers to CIDEr. 

4 Conclusions 

This paper briefly introduces MiReportor, a 
prototype system for interactive generation of 

 
3 https://github.com/zhangyudoc/TMRGM 

medical imaging reports in both Chinese and 
English. Experiments based on public chest X-rays 
revealed the ability of computers on understanding 
and interpreting medical images. It facilitates the 
human-computer collaboration practice of imaging 
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diagnosis, which may contribute to the efficient 
communication between radiologist, clinicians, 
and patients. 
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enunlg:
a Python library for reproducible neural data-to-text experimentation
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Abstract

Over the past decade, a variety of neural ar-
chitectures for data-to-text generation (NLG)
have been proposed. However, each system
typically has its own approach to pre- and post-
processing and other implementation details.
Diversity in implementations is desirable, but
it also confounds attempts to compare model
performance: are the differences due to the
proposed architectures or are they a byprod-
uct of the libraries used or a result of pre-
and post-processing decisions made? To im-
prove reproducibility, we re-implement several
pre-Transformer neural models for data-to-text
NLG within a single framework to facilitate di-
rect comparisons of the models themselves and
better understand the contributions of other de-
sign choices. We release our library at https:
//github.com/NapierNLP/enunlg to
serve as a baseline for ongoing work in this area
including research on NLG for low-resource
languages where transformers might not be op-
timal.

1 Introduction

Dozens of different models for neural data-to-text
generation have been proposed in the last decade,
before we even consider recent efforts to repurpose
large language models for data-to-text natural lan-
guage generation (NLG). However, these models
vary greatly with respect to both low-level and high-
level design choices, requiring different kinds of
delexicalisation and normalisation processes, dif-
ferent ways of encoding and tracking meaning, and
using a variety of neural network libraries, among
other differences. While we can use the outputs
of individual models released by their authors to
assess the relative performance of these implemen-
tations, there is little work aiming to explore which
performance differences are due to the proposed
architectures themselves as opposed to other im-
plementation details. In order to explore these dif-
ferences, encourage reproduction experiments, and

Datasets Models
WEN SCLSTM (described)
E2E Challenge SCLSTM (released)
Cleaned E2E TGEN

WEBNLG CHECKLIST *

NMETHODIUS CHARSCLSTM *

Table 1: Datasets & models implemented in enunlg.
*Indicates a model whose implementation is in-progress.

provide tools for teaching data-to-text NLG, we
developed a Python library implementing several
of these models in a common framework.

2 enunlg: extensible NLG library

Our enunlg library is developed for Python 3.9
with PyTorch 1.9.1. In addition to implementing
the models themselves, we provide a variety of file
readers & writers to consume different corpora and
convert them into appropriate representations for
each model. At present, we have tools in place
to work with the WEN datasets (dialog system re-
sponses for restaurant, hotel, laptop, and TV de-
scriptions: Wen et al., 2016), cleaned data from the
E2E Challenge (restaurant descriptions: Novikova
et al., 2017; Dušek et al., 2019), the NMETHOD-
IUS corpus (museum exhibits: Stevens-Guille et al.,
2020), and WEBNLG (Gardent et al., 2017).

Meaning representation (MR) parsers are in-
cluded for CUED dialogue acts, E2E slot-value
pairs, and RDF triples. Supported neural represen-
tations for these MR types include bit-vectors, flat-
tened trees, and unbracketed sequences of triples.
Word embeddings can be randomly initialised or
loaded from existing vectors.

We reimplement the SCLSTM model proposed
by (Wen et al., 2015), originally implemented using
Theano and Python 2. During reimplementation,
we found that the codebase released with the paper
implemented a different architecture from what was
described in the paper, so we provide both versions

4



in our library. We also provide a reimplementation
of TGEN (Dušek and Jurčíček, 2016), originally
implemented using Tensorflow 0.6. Kiddon et al.
(2016) implemented their CHECKLIST model in
Lua with Torch and Deriu and Cieliebak (2018)
used Tensorflow 1.10.0 for their CHARSCLSTM.

3 Planned uses

Our goals in developing enunlg fall into three
broad categories: reproducibility, pedagogy, and
easy experimentation. By enabling the use of a sin-
gle framework with consistent reference implemen-
tations of multiple models, the library promotes re-
producibility and facilitates fair comparisons, con-
trolling for differences in, e.g., delexicalisation,
tokenisation, neural network libraries, etc. A small,
consistent codebase that addresses the different ele-
ments of implementing neural data-to-text systems
also serves a pedagogical function, providing a
starting point for student projects. Finally, our de-
sign choices aim to make engineering experiments
trivial (e.g. hyperparameter search, changing to-
kenisation, etc) and scientific experiments easy (e.g.
developing new end-to-end and pipeline systems
for neural NLG) and promote work in low-resource
NLG (Howcroft and Gkatzia, 2022).

4 Conclusions

We present enunlg, a library for reproducible
experimentation in neural data-to-text generation.
The code is available from https://github.
com/NapierNLP/enunlg. We hope that the
availability of an extensible library for neural NLG
will improve reproducibility in our research com-
munity and provide a new set of reference imple-
mentations for baseline models.
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Abstract

VisuaLLM is a Python library that enables inter-
active visualization of common tasks in natural
language generation with pretrained language
models (using HuggingFace’s model API), with
tight integration of benchmark datasets and fine-
grained generation control. The system runs as
a local generation backend server and features a
web-based frontend, allowing simple interface
configuration by minimal Python code. The
currently implemented views include data visu-
alization, next-token prediction with probabil-
ity distributions, and decoding parameter con-
trol, with simple extension to additional tasks.

1 Introduction

While pretrained language models (PLMs) reached
state-of-the-art performance on many natural lan-
guage generation (NLG) benchmarks (Kale and
Rastogi, 2020; Ribeiro et al., 2020; Xiang et al.,
2022), they are hard to control directly and are of-
ten used as a black-box architecture, where the de-
veloper feeds linearized training data and retrieves
outputs in a batch-wise manner, without access to
fine-grained model behavior. Interfaces for interac-
tive PLM testing (such as the OpenAI playground1

or the HuggingFace website)2 typically only allow
very basic operation, do not show any information
beyond inputs/prompts and outputs, and are not
connected to benchmark datasets.

This paper presents VisuaLLM, a simple, ex-
tensible library for visualization of PLM genera-
tion processes, built as a web-based frontend on
top of the HuggingFace Transformers and Datasets
frameworks (Wolf et al., 2020), taking inspiration
from generic analysis tools such as TensorBoard3

or WandB.4 The current version allows to visu-
alize tabular NLG datasets and the processes of

1https://platform.openai.com/
2https://huggingface.co/models
3https://www.tensorflow.org/tensorboard
4https://wandb.ai/

ntp = NextTokenPredictionComponent(
model=model, # HuggingFace model object
dataset=dataset # Huggingface dataset object

)
gen = InteractiveGenerationComponent(

model=model,
dataset=dataset,
selectors={"num_beams": (1, 20)},
metrics={"perplexity": Perplexity}

)
vis = DatasetVisualizationComponent(

dataset=dataset
)
app = Server(

__name__,
components=[ntp, gen, vis]

).app

>> flask run

Figure 1: Example setup code for VisuaLLM.

low-level next-token prediction and high-level gen-
eration, with easily adjustable settings and tight
benchmark dataset and metrics integration. The
user can easily explore and evaluate PLMs in an
interactive way, thus gaining insight into model
behavior and being able to tune models more effec-
tively. VisuaLLM is designed to be easily modified
for different NLG tasks, where the user only picks
a choice of datasets, models, adjustable decoding
parameters and metrics. The whole interface is eas-
ily customizable via minimal Python code and can
be extended to other NLG tasks. VisuaLLM can be
installed by running pip install visuallm.5

2 System Architecture

We build on HuggingFace Transformers (Wolf
et al., 2020) as the most commonly used PLM
framework. We expect the programmer to load
HuggingFace model and dataset objects and pass
them to our framework as shown in Figure 1. Vi-
suaLLM is used as a local server running on the
user’s machine, similar to e.g. TensorBoard. The
code is divided into a web-based frontend (written

5Source code is available on GitHub at https://github.
com/gortibaldik/visuallm. A demonstration screencast is
shown at https://youtu.be/RMFEEW-Iu-4.
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Figure 2: A view of a data sample from PersonaChat.

Figure 3: Next-token prediction visualization.

in Vue.js) and a Python backend (based on Flask).
The frontend is built in a modular fashion, 100%
configurable from Python code on the backend.
Any frontend-backend communication is therefore
abstracted away from the user. The whole setup is
designed to use as little code as possible; customiz-
ing for any new HuggingFace-based model or task
takes typically just a few dozen lines of code.

3 Usecases

We demonstrate VisuaLLM by visualizing dialogue
generation on the PersonaChat benchmark (Zhang
et al., 2018). The presented views can easily be
extended or modified for other NLG tasks. For
instance, we are currently working on an extension
to allow interactive user input.

Figure 4: Generation parameters and metrics control.

Figure 5: Outputs visualization with metrics.

Dataset Visualization Figure 2 shows a single
data instance from PersonaChat. The dataset as-
sumes a short persona description and preceding
dialogue context as inputs for response generation.
The interface shows both a tabular human-readable
representation and a low-level linearized model in-
put (configured for a specific trained model).

Next Token Prediction Visualization Visualiz-
ing next-token probability distributions is another
common debugging task for PLMs. In Figure 3,
we show that VisuaLLM allows the user to interac-
tively step through sequence generation and control
which token is selected, showing next-token proba-
bility distributions at each step. This view is also
configured to include low-level model inputs and
human reference outputs.

Generation Visualization This view is more
high-level than the previous, exploring outputs gen-
erated with different decoder settings and their au-
tomatic metric scores. Controls in Figure 4 directly
translate to HuggingFace’s generate() method
parameters and allow any callable Python metrics
to be used, with configurable display of the metric
values. Multiple generated outputs (using different
settings) can then be compared to the reference, as
shown in Figure 5.
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Abstract

We introduce a live audio commentator system
designed specifically for a racing game, driven
by the high demand in the e-sports field. While
a player is playing a racing game, our system
tracks real-time user play data including speed
and steer rotations, and generates commen-
tary to accompany the live stream. The hu-
man evaluation suggested that generated com-
mentary enhances enjoyment and understand-
ing of races compared to streams without com-
mentary. Incorporating additional modules to
improve diversity and detect irregular events,
such as course-outs and collisions, further in-
creases the preference for output commen-
taries.

1 Introduction

Live commentary enriches the spectator’s experi-
ence in sports events and e-sports streams, but it is
often unavailable for online videos or recordings
of amateur sports due to a lack of skilled com-
mentators. Automatic generation techniques offer
a potential solution to this problem.

Previous works focus on generating text-
based commentaries using pre-stored tracked data
(Puduppully and Lapata, 2021). In contrast, we
present a real-time automatic system for gen-
erating commentaries, specifically targeting race
games inspired by the growing e-sports indus-
try. Live commentary generation typically in-
volves tweet extraction (Kubo et al., 2013), rule-
based and keyword extraction from videos (Kim
and Choi, 2020), and neural network–based data-
to-text approaches (Ishigaki et al., 2021; Taniguchi
et al., 2019). Our system combines utterance ex-
traction and neural network–based methods.

Our system works with a physical controller
for real-time gameplay in a racing game (Assetto
Corsa). During gameplay, the system tracks the
user’s data, such as speed, steering rotation, and

Figure 1: The workflow of our demo. a) user plays a
racing game using a physical controller; b) our system
generates commentary by analyzing the race situation.

lap progress. Then, the system generates candi-
dates by a neural network–based generator and
ranks them in terms of diversity. We also address
the problem of limited coverage of rare events in
the existing commentary generator. To mitigate
these problems, our system detects course-outs
and collisions and selects appropriate expressions
from a predefined list of utterances. The current
generation model is trained on an open Japanese
dataset (Ishigaki et al., 2021), although it can be
replaced with an English one.1

We conducted an evaluation by human judges
in terms of enjoyment. The results suggest that:
1) commentary usage enhances user immersion,
2) diversity is important for improving the overall
quality of synthesized commentaries, and 3) iden-
tifying irregular events further gains the quality.

2 Architecture

Our system consists of five modules in a pipeline.
1: Real-time Data Tracker Assetto Corsa allows
custom functionality to be added to the game via
plugins. Thus, we develop a plugin which cap-
tures the relevant play data from the game’s API.
The data is sent to our data processing server. The

1An English dataset is also ready. We present our demo
in English at the venue.
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server samples several features i.e., speed or other
metrics, every 0.1 s and keeps the samples in a 10 s
moving window. The collected features are sent
to the candidate generator as a set of 100-element
vectors.
2: Candidate Generator We extend an exist-
ing model (Ishigaki et al., 2021), a multi-modal
generator for textual and numerical inputs. For
textual input, we consider the previous L utter-
ances (we use L = 5), while for numerical
input, we use vectors produced from the real-
time data tracker. Textual input is encoded with
BART’s encoder (stockmark/bart-base-japanese-
news), while the original used LSTM. We use an
MLP-based encoder for numerical inputs to obtain
728-sized vectors. Another BART encoder pro-
cesses two types of embeddings: 1) embeddings
of the initial token in textual input, and 2) encoded
tracked data. BART’s decoder generates an utter-
ance to get k candidates by a beam search.
3: Utterance Selection In our preliminary ex-
periments, repetition of the same or similar utter-
ances led to a decline in naturalness. Thus, our
system selects the candidate ucand least similar
to the previous L utterances ui. The similarity
is calculated as the exponentially weighted sum:∑L

i=1(1 − α)L−iSim(ui, ucand), where α = 0.2.
We use BLEU as Sim().
4: Detection of Irregular Events To generate ut-
terances about irregular events, such as course-
outs or collisions, we use an extraction-based ap-
proach. The car is assigned a road position value,
with 1.0 and -1.0 indicating the center point is at
the right and left edge respectively. A course-out is
indicated when this value falls beyond a threshold
(set here at ±0.9) Collisions are identified based
on the distance to the nearest car, with a distance of
less than five meters indicating a collision. When
an irregular event is detected, we randomly select
an utterance from a predefined list manually cre-
ated from the training dataset.
5: Text-to-Speech (TTS) The utterance text is
sent to VOICEVOX for TTS synthesis2. The ob-
tained audio clip is finally played back to the user.

3 Experiments

Training: The candidate generator is trained with
34,897 gold utterance tuples, including previous
utterances and tracked numerical data. Validation
is performed using 12,295 tuples. The batch size

2https://github.com/VOICEVOX/

is 5, and AdamW optimizer is used with a learning
rate of 10−5. The best model is selected based on
cross entropy loss on the validation set.
Evaluation: We assess spectator immersion in
synthesized commentary and compare different
commentaries. Three models are compared: 1) us-
ing the best utterance in beam search, 2) incorpo-
rating a diversity module, and 3) combining the
diversity and irregular event detection modules.
Four human evaluators rank these models in terms
of enjoyment as an audience.

4 Results

All the human judges agree that synthesized com-
mentaries enhance immersion. In terms of enjoy-
ment, the commentaries generated by the model
with both diversity and irregular detection mod-
ules are ten times out of twelve judged better than
the model that outputs the best utterance in beam
search. This result suggests that these two mod-
ules are effective. The model that uses both di-
versity and irregular event detection modules was
eight times out of twelve judged better than the
model with only diversity models. Thus, the irreg-
ular event detection helps to improve quality.

5 Conclusion

We introduced a commentator for racing games,
which generates real-time commentary based on
tracked metrics. Future possibilities include utiliz-
ing dialogue-styled commentary or enhancing live
streams with explanatory graphics. 3
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