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Abstract

Users on Wikipedia collaborate in a struc-
tured and organized manner to publish and up-
date articles on numerous topics, which makes
Wikipedia a very rich source of knowledge. En-
glish Wikipedia has the most amount of infor-
mation available (more than 6.7 million arti-
cles); however, there are few good informa-
tive articles on Wikipedia in Indian languages.
Hindi Wikipedia has approximately only 160k
articles. The same article in Hindi can be vastly
different from its English version and generally
contains less information. This poses a prob-
lem for native Indian language speakers who
are not proficient in English. Therefore, having
the same amount of information in Indian Lan-
guages will help promote knowledge among
those who are not well-versed in English.

Publishing the articles manually, like the usual
process in Global English Wikipedia, is a time-
consuming process. To get the amount of infor-
mation in native Indian languages up-to-speed
with the amount of information in English, au-
tomating the whole article generation process
is the best option. In this study, we present a
stage-wise approach ranging from Data Col-
lection to Summarization and Translation, and
finally ending with Template Creation. This
approach ensures the efficient generation of a
large amount of content in Hindi Wikipedia
in less time. With the help of this study, we
were able to successfully generate more than a
thousand articles in Hindi Wikipedia with ease.

1 Introduction

In our study, we aim to populate our native lan-
guage, i.e. Hindi’s Wikipedia, on a certain domain
by making use of a summarization and template-
driven approach. We have selected Diseases and
Medical conditions as our domain as they are a
very important topic for readers of any language.

The gist of the study is to scrape and collect
required data from online resources and then clean

it accordingly. Then, we summarize the scraped
data and organize it to give it some structure. We
follow it with translation and transliteration of the
data to Hindi. This stage involves both machine and
manual translation and transliteration. Finally, we
end the study by drafting up a template in which
the data can be filled as fill-in-the-blanks. This
ensures the automatic generation of a large amount
of articles in accordance with the Wiki structure.

1.1 Related Work

The automatic generation of articles in Wikipedia
has been a topic of interest to researchers for many
years. We have seen some impressive approaches
being researched upon and proven effective over
the years.

Pochampally et al. (2021) showcased how we
can make use of semi-supervised approaches for
automatically generating articles on named enti-
ties, especially actors. For more neutral and factual
domains like Science and Technology, Minguil-
lón et al. (2017), showed how an entire corpus of
Wikipedia articles on Science can be uncovered
by studying the underlying graph structure of the
strongly linked topics and categories. Treating the
automatic generation of Wikipedia articles as a
summarization task of long and detailed source doc-
uments (Liu et al., 2018) can also yield good qual-
ity results. More recently, Agarwal and Mamidi
(2023) have shown how WikiData 1 can be utilized
as a knowledge base to generate Hindi Wikipedia
articles automatically.

We take inspiration of summarizing and simpli-
fying the content information from Woodsend and
Lapata (2011) wherein they showed how we can
select the most relevant information from textual
data and rewrite it in a manner understandable to
even the non-native speakers of the language.

1https://www.wikidata.org/

https://www.wikidata.org/


2 System Overview

The system for our study can be broken up into 5
different stages. Firstly, we scrape relevant infor-
mation from credible online sources, and then we
proceed to clean the scraped unstructured data. Af-
ter giving it some structure, we proceed to shorten
the length of content by summarizing relevant infor-
mation. Then, we proceed to translate the text into
Hindi, and finally, we generate thousands of Wiki
articles automatically by using a static template
with variations.

2.1 Data Collection
As mentioned earlier, there were dedicated re-
sources available for collecting information on Dis-
eases and Conditions.
Firstly, SPARQL2 queries were explored to learn
about scraping data from Wikipedia specifically.
The idea was to gather data from English Wikipedia
about diseases. However, the diseases were not
stored in specific categories and had varying sec-
tions. This made the data too unstructured, which
would have caused a problem later on in the Tem-
plate Creation stage. Another option to explore
in Wikipedia itself was the translation of English
Wikipedia articles on Diseases and Conditions into
Hindi directly. However, this approach, too, had
its fair share of issues. Firstly, even the English
Wikipedia articles on Diseases are not as rich in
information as some of the articles on online medi-
cal websites, and the depth of information varied
wildly among the different articles on Wikipedia.
Moreover, the number of Diseases written about
in Wikipedia is limited. It was visible that many
Diseases did not have a dedicated page in English
Wikipedia. This would have limited our study to
a very narrow use case, and the articles generated
would fail to make the desired impact.

As a result, other resources dedicated solely
to the medical field were explored. Web scrap-
ing using Selenium was carried out to collect the
data. During the scraping phase, websites like
PharmEasy and Netmeds were also considered, but
due to Copyright restrictions, they were dropped
from the list of potential resources. Thus, the two
major resources that were used for this process
were:

• Mayo Clinic3: The majority of the web scrap-
2https://query.wikidata.org/
3https://www.mayoclinic.org/

diseases-conditions

ing was done from this resource.

• National Health Service4: As some of the at-
tributes had missing values, to gather informa-
tion on some of them, this website was used.

All the required data was completely scraped from
the above-mentioned resources. The scraped data
was saved in a .CSV format file with the following
10 attributes:

Name, Link, Overview, Symptoms, Causes, Risk
factors, Remedies, Diagnosis, Treatment, Medica-
tion

Infobox Scraping
Infoboxes are a very important part of any
Wikipedia article as they help to give concise
information in case the reader does not have the
time to go through the entire article. Therefore,
it was important to scrape information from the
Diseases pages that existed on the Global English
Wikipedia pages. Almost all the diseases that
existed in our dataset had a page on the English
Wikipedia as well. As a result, we were able to
scrape all the information that existed in the dis-
eases’ infoboxes. Since the infoboxes on English
Wikipedia had images as well, we scraped them
too. As the images were affiliated with the Wiki-
Commons Project, there will not be any copyright
infringement issues. Ultimately, infobox scraping
introduced 13 new variables in our dataset, namely:

Specialty, Symptoms, Usual onset, Duration,
Causes, Risk factors, Diagnostic method, Preven-
tion, Treatment, Prognosis, Frequency, Medication,
ImageURL.

These variables were merged with the struc-
tured dataset and had the prefix info- attached to
them in order to avoid confusion with variables of
the same name (for ex: Causes, Symptoms) in the
structured dataset.

2.2 Data Cleaning

The values for the non-infobox attributes listed
above were basically a list of sentences. So, all the
sentences were scraped, whether they were links
to other sections, sponsored content, etc. This data
needed cleaning, and for this, we ensured to remove
links to other sections, footnotes, section headers,

4https://www.nhs.uk/conditions/

https://query.wikidata.org/
https://www.mayoclinic.org/diseases-conditions
https://www.mayoclinic.org/diseases-conditions
https://www.nhs.uk/conditions/


Figure 1: System Architecture: Presenting an alternate way to create Wiki Articles

duplicate sentences, and language pertinent to the
website (for example, "Try our voice app", etc.)

2.3 Summarization

The third stage of our approach involved removing
languages that were not in the third-person narra-
tive and were too informal. The final article needs
to have structured and formal sentences like the
English Wikipedia contains for Diseases and Con-
ditions. Therefore, a small summarizing script was
deployed on the values of our dataset (sentences),
and finally, only those sentences were left in the
final version that were structured and contributed to
the meaning of the paragraph. The concept behind
the summarizing script was to pick those sentences
that had words with the highest frequency, and their
sentence value (sum of frequencies of words) was
greater than the average sentence value.

At last, the dataset had the same attributes, but
their values were fine-tuned and polished according
to the study’s requirements. A considerable amount
of content was lost, but the informativeness and
coherence did not decrease.

2.4 Translation & Transliteration

After merging the structured and infobox dataset,
we had these final 24 attributes in our final merged
dataset:

Name, link, link2, Symptoms, Overview, Causes,

Risk factors, Diagnosis, Treatment, Remedies,
Medication, info-Specialty, info-Symptoms, info-
Usual onset, info-Duration, info-Causes, info-Risk
factors, info-Diagnostic method, info-Prevention,
info-Treatment, info-Prognosis, info-Frequency,
info-Medication, ImageURL

Out of these variables, only 21 need to be trans-
lated/transliterated to Hindi as the other three,
namely: link, link2, ImageURL, were hyper-
links. For translation, the Google Translate li-
brary was used, and for transliteration, the Indic-
transliteration library was used. We experimented
with both Bing5 and Google6 translating tools for
this stage, and we found that Bing translator gives
better performance when context is involved in sen-
tences, but as our dataset sentences were context-
free, Google translator gave more than a satisfac-
tory performance.

Generally, the translation and transliteration
were of a good standard, but the names of about
30 diseases were not transliterated properly. For
those, the transliteration was done manually. The
transliteration was shown to native Hindi speakers,
who could comprehend it without any issues. All
in all, the transliteration was impressively clear,
making the content of the article comprehensible

5https://www.bing.com/translator
6https://translate.google.com/

https://www.bing.com/translator
https://translate.google.com/


for those with limited to moderate understanding
of the disease or medical terminology.

2.5 Template-driven Generation

The next stage involves coding the Jinja2 template.
This template, along with Python scripting, would
help to generate thousands of articles automatically.
In the template, all the structured dataset variables
like Overview, Causes, Medication, etc. function
like the sections for our wiki articles. For the in-
fobox template, the official Wikipedia medical con-
dition infobox format7 was used. Using the official
format gives the advantage of automatic transla-
tion when the Wiki Sandbox has other languages’
extensions embedded.

The very final stage of the study involves the
creation of an XML file that will contain all the
thousands of generated articles in a single XML
format file. For the same, an XML header file
is created that has all the XML meta-info of the
TeWiki (our copy of the Wiki environment to test
and review Articles) website. Whenever a single
article is generated, it is appended to this same
header file. This process keeps on repeating until
the very last article has been generated.

3 Results

Finally, the XML dump for all 1154 articles was
generated and shared with the coordinators. The
articles were imported onto the TeWiki website
without any issues and can be found here.

The criteria for evaluation is entirely manual.
The articles are reviewed by the editors manually
and quite thoroughly. It is a lengthy process which
takes time. The small errors relating to the manual
aspect of the methodology, for example, transliter-
ation, were corrected manually. Apart from those,
there were no major concerns or issues raised as
such, the articles were incorporated into the TeWiki
website and, in due time, will be uploaded to Global
Hindi Wikipedia as well. If the reviewers may have
missed some errors, it would not be a major con-
cern as the Wikipedia platform is meant for users
to not only read the articles but also help improve
them by pointing out mistakes and correcting them
manually.

In terms of the amount of information, the gener-
ated articles had more information than their Global
Hindi Wikipedia counterparts and, in some cases,

7https://en.wikipedia.org/wiki/Template:
Infobox_medical_condition

even more than Global English Wikipedia pages.
This is primarily due to the fact that our sources
for information were NHS and Mayo Clinic med-
ical articles, and they many a time contain more
information on a particular disease than any Global
English Wikipedia article as they are authored by
certified medical professionals and other subject
matter experts.

Finally, we consider the contribution of our study
to the Wikipedia platform. As discussed earlier,
Hindi Wikipedia has only a fraction of the amount
of articles of that of English Wikipedia. The same
holds true for the "Human Diseases and Disor-
ders" category. English Wikipedia has approxi-
mately 1500 articles on the subject, while Hindi
Wikipedia’s count comes to around 500 articles.
With our contribution, this number will rise to a
little over a thousand articles. Even if we consider
500 articles to be repeated in both versions, our con-
tribution still adds more than 600 articles while also
adding extra information to about 500 persisting
articles in Hindi Wikipedia. This clearly highlights
that the automated generation of Wikipedia articles
can help close or at least shorten the vast gap that
exists between information available in English and
native Indian languages.

4 Conclusion

Through this study, we were able to explore the
effectiveness of the summarization and template-
driven techniques when it comes to the automated
generation of a large amount of Wikipedia articles.
We demonstrated a step-by-step approach to con-
vert unstructured textual data to some form of a
mixture of structured and unstructured data and
ultimately utilizing translation libraries to enrich
the Indian language Wikipedia.

This goes on to show that the techniques indeed
complement each other in a good way. With this
study, we are able to demonstrate a very impor-
tant application of NLP techniques in the modern
day, i.e., producing a large quantity of good quality
content in the native language of the readers on
a platform which follows strict guidelines when
it comes to the neutral tone of the articles. This
method may be used to generate Wiki articles in
any number of languages, given the availability of
required Machine Translation and Transliteration
tools and expert assistance for that language.

https://tewiki.iiit.ac.in/index.php?title=%E0%B0%B5%E0%B0%B0%E0%B1%8D%E0%B0%97%E0%B0%82:Hiwiki-diseases
https://en.wikipedia.org/wiki/Template:Infobox_medical_condition
https://en.wikipedia.org/wiki/Template:Infobox_medical_condition


Limitations

Like any other research study, ours, too, is filled
with limitations. Overcoming some of these would
directly result in better quality of articles, while
some others may increase the amount of informa-
tion present in the articles.

First of all, we can try to better our summariza-
tion approach by making use of famous neural-
network-based approaches. This would help us to
lengthen or shorten our sections appropriately.

We can also try to use abstractive summariza-
tion rather than just extractive. Implementing ab-
stractive summarization while keeping Wikipedia’s
strict neutral tone in articles in mind is a challenge
worth taking on. The results of such a study could
prove beneficial for anyone interested in the auto-
mated generation of Wikipedia articles.

Lastly, we can try to include more linguistic
variation in our template to make sure the articles
produced have neutral but varied tones, as reading
monotonous articles will not prove beneficial for
native language readers.
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A Appendix

Sample Generated Hindi Wiki Article on Migraine.
Click here for the full version of the article.

Figure 1: Snapshot of a Sample Generated Wiki Article.
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