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Abstract

This paper presents the creation of initial bilin-
gual corpora for thirteen very low-resource lan-
guages of India, all from Northeast India. It
also presents the results of initial translation ef-
forts in these languages. It creates the first-ever
parallel corpora for these languages and pro-
vides initial benchmark neural machine transla-
tion results for these languages. We intend to
extend these corpora to include a large number
of low-resource Indian languages and integrate
the effort with our prior work with African and
American-Indian languages to create corpora
covering a large number of languages from
across the world.

1 Introduction

In the last few years, there have been significant
advancements in deep learning approaches, such
as the development of transformers (Vaswani et al.,
2017). These advancements have greatly improved
machine translation (MT), a core natural language
processing (NLP) task. Regarding coverage and
translation quality, MT has shown remarkable im-
provements (Wang et al., 2021). Most models and
methods for high-resource languages do not per-
form well in low-resource settings. Low-resource
languages have also suffered from inadequate lan-
guage technology designs (Costa-jussà et al., 2022;
Tonja et al., 2023a; King, 2015; Joshi et al., 2019;
Tonja et al., 2022, 2023b; Yigezu et al., 2021).
Creating effective methods for natural language
tasks is challenging, with extremely limited re-
sources and little to no available data. The prob-
lem becomes worse without a parallel dataset for
a vast number of world’s languages (Joshi et al.,
2020; Ranathunga et al., 2023; Adebara and Abdul-
Mageed, 2022).

Ethnologue1 enumerates 7,618 extant human lan-
guages in the world, of which it estimates 3,072

1www.ethnologue.com

are endangered. India has 30 languages spoken by
more than a million native speakers, 92 additional
languages spoken by more than 10,000 people, and
1599 other languages. The terms language and di-
alect may have been conflated in Census of India
reports2. Of these, 197 languages are endangered
(Dash et al., 2022). The languages with which work
in this paper are a small fraction of such languages.

This paper makes a selection of low-resource lan-
guages of India, all from Northeast India, with the
intention of developing resources to facilitate neu-
ral machine translation. We choose Northeast India
because this area has a very high concentration of
very low-resource and/or endangered languages,
and the area being remote from mainland India has
exacerbated scholarly neglect.

2 Related Work

Dash (2020) reviewed the issues languages with
a small number of speakers face in India. Based
on extensive research, the author surmised that the
amount of published work on low-resource and
endangered languages of India, especially in the
context of technology and, in particular, natural
language processing, is miniscule.

Chauhan et al. (2021) provided a monolingual
corpus of Kangri (a language spoken by 1.1 mil-
lion people in Himachal Pradesh and Punjab) with
1.8M words, as well bitext Hindi-Kangri corpus
of 27 thousand words. For NMT, they used a
model that learns to map word embedding from
one language to another in an unsupervised man-
ner (Artetxe et al., 2018). Only cursory details
are given regarding the architecture of the neural
model, although translation metrics are given in
terms of BLEU and Meteor scores. The corpora
are available on Github3.

Acharya (2021) discussed a proposal for build-
ing a digital archive to collect and preserve textual,

2https://en.wikipedia.org/wiki/Languages_of_India
3https://github.com/chauhanshweta/Kangri_corpus



Figure 1: The languages under consideration fall under the Sino-Tibetan family and two subfamilies, Tani and
Tibeto-Burman.

audio, and video documentation of twelve Mund-
a languages, a sub-family of Austro-Asiatic lan-
guages. Of twenty Munda languages, spoken by
between just 20 to 7M people, UNESCO has iden-
tified twelve as endangered. The authors proposed
to use advanced technologies like artificial intelli-
gence in the design of the archive. However, it is
not clear what has been achieved.

To the authors’ knowledge, there is no prior
computational work of any kinda in the very low-
resource and endangered languages of Northeast
India.

3 Languages Under Consideration

The Sino-Tibetan language family includes more
than 400 modern languages spoken in China, India,
Burma, and Nepal. It is one of the most diverse
language families in the world, with 1.4 billion
speakers, including Chinese, Tibetan, and Burmese.
Based on a phylogenetic study of 50 ancient and
modern Sino-Tibetan languages, scholars have re-
cently concluded that the Sino-Tibetan languages
originated in North China around 7,200 years ago
(Sagart et al., 2019). Various classification schemes
have been proposed for the Sino-Tibetan family of
languages (Matisoff, 2003, 2015; Driem, 2001).
Our discussion follows Matisoff’s classification

that divides Sino-Tibetan languages into a number
of sub-families at various levels.

Table 1 provides a list of languages we work
with in this paper. No detailed description of the
languages is given in this paper due to lack of space.
The languages are from Northeast India, which is
linguistically very diverse and has a large number
of very low-resource languages that are vulnera-
ble or endangered. The languages we have cho-
sen all belong to the Sino-Tibetan family. Under
this class, there are two sub-families called Tibeto-
Burman and Taani, among other sub-families. All
our languages come from these two sub-families
(see Figure 1).

4 Dataset

4.1 Dataset Collection

We obtained datasets in 13 Indian languages from
religious domains through a Bible-related website4.
To extract the Bible data from these websites, we
utilized a web crawler that identified the structure
of web documents, including pages, books, and
phrases, for each article. Python libraries like re-
quests, regular expressions (R), and Beautiful Soup
(BS) were used to extract article content and ana-

4https://www.bible.com/



Language ISO Code Family Speakers Location Corpus
Domain

Corpus
Size

Adi adi Tani 150K Arunachal Pradesh Religious 29301
Angami njm Tibeto-Burman 150K Nagaland " 30017
Ao njo Tibeto-Burman 607K Nagaland " 29121
Apatani apt Tani 45K Arunachal Pradesh " 7185
Chokri nri Tibeto-Burman 111K Nagaland " 7821
Dimasa dis Tibeto-Burman 137K Assam, Nagaland " 10275
Karbi mjw Tibeto-Burman 2.5M Assam, Meghalaya,

Arunachai Pradesh
" 7185

Kokborok trp Tibeto-Burman 1M Tripura, Assam,
Mizoram, Myanmar,
Bangladesh

" 29298

Konyak nbe Tibeto-Burman 246K Nagaland, Myanmar " 28518
Mising mrg Tani 629K Assam " 7825
Paite pck Tibeto-Burman 1M Manipur, Mizoram,

Assam, Myanmar
" 29615

Tangkhul nmf Tibeto-Burman 140K Manipur, Nagaland " 28324
Thado tcz Tibeto-Burman 350K Manipur, Nagaland,

Assam, Mizoram
" 29004

Table 1: Languages Under Consideration. Accurate population count is difficult to obtain and varies substantially
among sources, corpus size shows the number of parallel sentences.

lyze website structure from a given URL. Extensive
research did not discover any additional publicly
available texts in these languages.

4.2 Sentence Alignment

We gathered the limited corpora for various lan-
guages and aligned each Indian language sentence
with a corresponding sentence in English to create
a dataset for the MT experiment. We followed the
heuristic alignment method outlined by the Tonja
et al. (2023c) to align the sentences.

4.3 Dataset Pre-processing

We aligned the texts of Indian languages with their
corresponding translations in English. Before split-
ting the corpus, we pre-processed by removing
numbers, special characters, and sentences that
contain less than five words. We divided the pre-
processed corpus into training, development, and
test sets in a 70:10:20 ratio for the baseline ex-
periments. Detailed information on the selected
languages, language families, domain, and dataset
size can be found in Table 1.

5 Baseline Experiments and Results

5.1 Experiments

To evaluate the usability of the newly collected cor-
pus, we trained bi-directional MT models that can
translate Indian languages to/from English using
(1) transformer and (2) fine-tuning multilingual
machine translation model.

Figure 2: Benchmark translation results for trans-
former and fine-tuned approaches in both directions
(English/low-resource Indian languages).

1) Transformer - is a type of neural network
architecture first introduced in the paper Attention
Is All You Need (Vaswani et al., 2017). Transform-
ers are state-of-the-art approaches widely used in
NLP tasks such as MT, text summarization, and
sentiment analysis. We trained transformers from
scratch for this experiment.

2) Fine-tuning involves using a pre-trained
MT model and adapting it to a specific transla-
tion task, such as translating between a particu-
lar language pair or in a specific domain (Lakew
et al., 2019). We used M2M100-48 a multilin-
gual encoder-decoder (seq-to-seq) model trained
for many-to-many multilingual translation (Fan
et al., 2020). We used a model with 48M parame-



Model
en-xx

adi apt dis mjw mrg nbe njm njo nmf nri pck tcz trp Avg.
Bleu Score

Transformer 1.62 2 4.33 2.17 5.12 2.91 4.26 6.32 2.81 0.66 10.23 4.35 9.18 4.30
m2m100-fine-tuned 6.06 15.49 13.82 15.91 19.23 12.31 14.07 18.76 10.88 5.10 23.03 13.28 13.16 13.93

Table 2: Benchmark translation results from English to low-resource Indian languages

Model
xx-en

adi apt dis mjw mrg nbe njm njo nmf nri pck tcz trp Avg.
Bleu Score

Transformer 5.09 5.29 5.11 5.3 4.02 7.32 9.8 11.06 6.64 4.51 11.54 11.49 6.88 7.63
m2m100-fine-tuned 17.62 14.11 17.42 24.52 24.03 23.27 26.44 28.37 22.61 17.12 28.16 31.03 20.90 22.67

Table 3: Benchmark translation results from low-resource Indian Languages to English language

ters due to computing resource limitations.

5.2 Results

We used Sacrebleu (Post, 2018) evaluation metrics
to evaluate translation models. Tables 2, 3 and Fig-
ure 2 show the translation results in both directions
(to/from English - from/to low-resource Indian lan-
guages)

5.2.1 Translating from English to
low-resource Indian languages

In Table 2, we present the translation results from
English to low-resource Indian languages. We
observed that fine-tuning the m2m100 model per-
forms better than using a transformer trained from
scratch. The transformer model’s performance also
varies significantly (0.66 – 10.23 spBLEU) depend-
ing on the language and corpus size. This indi-
cates that a bilingual translation model trained from
scratch performs poorly for low-resource language
training compared to fine-tuning multilingual trans-
lation models. Fine-tuning the multilingual model
produced better results than the model built from
scratch for English to Indian language translation.

5.2.2 Translating from low-resource Indian
languages to English

Table 3 displays the results of using English as
the target language to translate low-resource In-
dian languages. As is evident from the results,
the fine-tuned model outperforms the transformer
model significantly when translating from Indian
languages to English. However, when it comes to
translating similar languages to English, the trans-
former model shows an improvement compared to
Table 2. It is worth noting that the fine-tuned model
exhibits better Bleu scores while translating to En-
glish than when translating to low-resource Indian
languages. The results indicate that languages with

larger datasets tend to perform better. Therefore,
both models exhibit improved performance while
translating from low-resource Indian languages to
English, whereas the model struggles to translate
from English to low-resource Indian languages.

6 Conclusions and Future Work

This paper presents the first, albeit limited size,
parallel corpus for 13 low-resource Sino-Tibetan
Indian languages paired with English and discusses
the benchmark results for the translation of lan-
guage pairs to/from low-resource Indian languages
from/to English. We evaluated the usability of
the collected corpus by using transformer and fine-
tuning multilingual translation model. From our
results fine-tuning multilingual model outperforms
transformer model trained from scratch in both
translation directions.

In the future, we aim to increase corpus sizes
of these low-resource languages by extracting text
from scanned documents if/where available and
evaluate additional machine translation approaches
to improve performance. We intend to increase the
number of languages substantially by first incorpo-
rating all low-resource languages of India for which
a Bible translation exists. We also plan to find lan-
guage communities in social media platforms such
as Facebook and attempt to gather additional bitext
documents and evaluate the quality of translations
with native speakers.
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