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Abstract

This paper focuses on text detoxification, i.e.,
automatically converting toxic text into non-
toxic text. This task contributes to safer and
more respectful online communication and can
be considered a Text Style Transfer (TST)
task, where the text’s style changes while its
content is preserved. We present three ap-
proaches: (i) knowledge transfer from a similar
task (ii) multi-task learning approach, combin-
ing sequence-to-sequence modeling with vari-
ous toxicity classification tasks, and (iii) delete
and reconstruct approach. To support our re-
search, we utilize a dataset provided by De-
mentieva et al. (2021), which contains multi-
ple versions of detoxified texts corresponding
to toxic texts. In our experiments, we selected
the best variants through expert human anno-
tators, creating a dataset where each toxic sen-
tence is paired with a single, appropriate detox-
ified version. Additionally, we introduced a
small Hindi parallel dataset, aligning with a
part of the English dataset, suitable for evalu-
ation purposes. Our results demonstrate that
our approach effectively balances text detoxifi-
cation while preserving the actual content and
maintaining fluency.

Content warning: This paper contains exam-
ples that are toxic, offensive and/or sexist in na-
ture.

1 Introduction

Text detoxification is a process that involves the au-
tomatic conversion of toxic text into non-toxic or
detoxified text (Dale et al., 2021). Text detoxifica-
tion can be viewed as a subtask within the broader
context of Text Style Transfer (TST) (Dale et al.,
2021). TST aims to alter the style of text while pre-
serving its core content. In the case of text detoxi-
fication, the source style is toxic language, and the
target style is non-toxic, with the primary objec-
tive being the transformation of text from a harmful
and offensive nature to a neutral or positive one, all

while retaining the rest of the original text’s mean-
ing.

Existing detoxification methods often rely on
rule-based removal of toxic words or phrases (De-
mentieva et al., 2022), but this approach is not
very efficient and can make sentences sound unnat-
ural. It also does not consider whether the mean-
ing of the sentence is affected by these removals.
Additionally, because we have limited resources
in terms of datasets (Dementieva et al., 2021) for
transforming toxic text to non-toxic text, simple
sequence-to-sequence training may not be enough
for better results (Mukherjee and Dusek, 2023).

To improve this, we propose three approaches:
(i) knowledge transfer from a similar task (ii)
multi-task learning approach, utilizing sequence-
to-sequence modeling coupled with various toxic
and civil text classification tasks, and (iii) delete
and reconstruct approach. These approaches en-
hance the sequence-to-sequence transformation
and lead to better outcomes compared to basic
sequence-to-sequence training.

To conduct our research and experiments, we
leverage a dataset provided by Dementieva et al.
(2021). This dataset contains various versions of
text that have undergone detoxification, offering
valuable resources for our investigations. We have
taken a meticulous approach to ensure dataset qual-
ity. This includes soliciting the expertise of human
annotators to select the most suitable detoxified
versions for each toxic text, resulting in a carefully
curated dataset where each source toxic sentence
is paired with its corresponding non-toxic text.

Furthermore, to contribute to the development
of multilingual parallel datasets for text detoxifi-
cation, we present a novel dataset containing 500
parallel toxic and non-toxic sentences in Hindi,
aligned with their English counterparts (see Sec-
tion 3). Hindi is one of the 22 scheduled and offi-
cial Indian languages and the largest speech com-
munity in India (Jha, 2010). This dataset serves as



a validation resource for research in Hindi and will
open the possibility of extending it to other Indian
languages as well as in multilingual domains.

Our contributions are summarized as follows:

(i) We build on an existing English detoxified
dataset. We thoughtfully curated the data
with human experts, where each toxic sen-
tence is matched with a single detoxified coun-
terpart.

(ii) We introduce a novel dataset of 500 parallel
sentences in Hindi aligned with their English
counterparts for validation.

(iii) Our methodologies enhance text detoxifica-
tion in low-resource settings through knowl-
edge transfer, multitask learning, and delete
and reconstruct mechanisms.

(iv) We achieve comparable results with external
benchmarks.

(v) Our data and experimental code are released
on GitHub.1

2 Related Work

Text Style Transfer (TST) Text Style Transfer
(TST) is a task where texts with different styles but
similar content are transformed (Hu et al., 2022).
For instance, Jhamtani et al. (2017) used a model to
turn modern English into Shakespearean English,
and Mukherjee and Dusek (2023) explored TST
with limited parallel data resources. However, TST
is often tricky due to the shortage of matching data,
with examples such as Yelp (sentiment) (Li et al.,
2018) and the detoxification datasets of Demen-
tieva et al. (2021, 2022) having the order of a few
thousand examples at most. To tackle this, two
main strategies have emerged: (i) simple text re-
placement, which involves explicitly finding and
swapping specific style-related phrases (Li et al.,
2018), (ii) implicit style separation, techniques like
back-translation and autoencoding help separate
style from content through hidden representations
(Shen et al., 2017; Zhao et al., 2018; Fu et al., 2018;
Prabhumoye et al., 2018; Hu et al., 2017).

1Code: https://github.com/souro/multilingual_
text_detoxification, data: https://github.com/
panlingua/multilingual_text_detoxification_
datasets.

Toxicity Several datasets have been built for the
detection of toxic/hateful/offensive content from
various social media platforms such as Twitter
(now called X), Reddit, Facebook (Waseem and
Hovy, 2016; Davidson et al., 2017; Kumar et al.,
2018; Basile et al., 2019; Chakravarthi et al., 2021;
Kumar et al., 2022; Kurrek et al., 2020; Bagga
et al., 2021; Leonardelli et al., 2023; Kirk et al.,
2023) and Wikipedia talk pages (Cjadams et al.,
2017, 2019; Kivlichan et al., 2020). These datasets
often contain various types of toxicity, including
between offensive language and hateful/aggressive
speech, whereas other datasets focus only on spe-
cific types of toxicity (Leonardelli et al., 2023; Kirk
et al., 2023), e.g., sexism, religious discrimination,
or racism. These datasets are explored to build au-
tomatic hate speech/offensive text detection mod-
els using various machine and deep learning ap-
proaches (Waseem and Hovy, 2016; Mandl et al.,
2019; Zampieri et al., 2020; Chakravarthi et al.,
2021; Kumar et al., 2022; Wiegand and Ruppen-
hofer, 2021). However, given that the focus is
on toxic content detection and not detoxification,
these datasets are not parallel (with aligned toxic
and non-toxic sentence pairs), except for small data
in English (Dementieva et al., 2021; Logacheva
et al., 2022) and Russian (Dementieva et al., 2022),
which leads to the same problems in detoxification
as with TST in general (Hu et al., 2022).

To our best knowledge, the following models ex-
ist for the detoxification task: Duplicate, a rule-
based Delete, RuT5, and RuPrompts baseline mod-
els (Dementieva et al., 2022). Duplicate keeps
input text intact, establishing a trivial baseline.
Delete is an unsupervised rule-based method that
removes toxic words using a predefined vocabu-
lary, akin to censoring on TV. RuT5 involves super-
vised fine-tuning of the T5 model. RuPrompts uses
the ruPrompts library for continuous prompt tun-
ing of language models (Konodyuk and Tikhonova,
2021).

3 Dataset Development

The original dataset (Dementieva et al., 2021) is a
collection of user-generated comments which are
toxic in nature. The features of the dataset can be
summarised as follows:

(i) The utterances are a mix of miscellaneous do-
mains ranging from political to personal to re-
ligious. Several sentences seem to be free of

https://github.com/souro/multilingual_text_detoxification
https://github.com/souro/multilingual_text_detoxification
https://github.com/panlingua/multilingual_text_detoxification_datasets
https://github.com/panlingua/multilingual_text_detoxification_datasets
https://github.com/panlingua/multilingual_text_detoxification_datasets


context, that is, one cannot infer a specific do-
main/topic from its structure and content.

(ii) The source data is user-generated (comments
and reviews) in real-time, hence it does not
consist of well-formed sentences. Instead,
the data consists of numerous typos, gram-
matical inaccuracies, and fragmented speech-
like structures. After style transfer, the non-
toxic/civil version remains error-free regard-
ing typos. But the fragmented speech-like
structure remains unchanged, as annotators
must preserve the content.

3.1 Style Conversion Methodology
Based on observation of the original data (Demen-
tieva et al., 2021), we are of the opinion that there
are largely two ways utilized to transform toxic ut-
terances into civil utterances:

(i) Replacement of abusive words or phrases
with synonyms that soften the blow without
changing the meaning. For example, holy shit
can be expressed as oh god, oh goodness etc.
In both cases, the element of excitement re-
mains as-is, but the utterance sounds more
civil. The problem with this approach is that
one size does not fit all. Context and usage
must be examined before choosing a suitable
replacement.

(ii) Truncation: In certain cases, an abusive word
or an abusive phrase is inserted in the utter-
ance. Such phrases can be removed and the
remaining sentence can be retained. For ex-
ample, in the utterance shit, I might have it.
simply removing shit makes the sentence non-
toxic but retains the meaning.

3.2 Optimising the Original Dataset
In order to conduct our experiments and prepare
for the Hindi translation, we performed several
cleanup exercises:

(i) Of the 2,778 sentences in the data, only 1,108
are unique toxic sentences (Dementieva et al.,
2021). The data comprised of 1-5 para-
phrases for all the sentences.We manually se-
lected the most suitable response for utter-
ances with multiple variations available.

(ii) The data has been cleansed of numerical val-
ues. The authors have replaced numbers with
DIGIT, number, or <number>. For example:

(a) no fucking way number bricks fits in a car
, this is bs . (b) DIGIT year olds can be little
shits too, doesn t mean you fight them . There
was no way we could have located the original
numbers and we did not create fictionalised
numbers either. This feature has been carried
forward in the translation as well.

(iii) There were certain foreign or non-English
texts in the civil part of the database. We re-
placed such utterances with suitable English
equivalents. For example, toxic: dont be such
a hypocrite, civil: não seja mentiroso, cor-
rected civil: dont be such an unfair person.

3.3 Toxic to non-Toxic parallel Hindi dataset
A random selection of 500 sentences was manually
translated in Hindi. We kept the guidelines sim-
ple: maximum preservation of content and natural
use of language. The following observations were
made while translating this data.

(i) Direct and Implicit Toxicity: Most of the ut-
terances contain direct toxicity with the use
of abusive words. Implicit toxicity can also
be seen in the dataset where the actions and
wishes of the user make it toxic. For example,
कैं सर पीिड़त हो जाओऔर ʹजतनी जल्दी हो सके मर
जाओ। (catch cancer and die as soon as possi-
ble). Here the wish for someone to die after
contracting a fatal disease is implicitly toxic
whereas explicit abusive words are lacking.

(ii) Choice of pronouns: Hindi pronouns can bear
the weight of politeness and impoliteness and
this linguistic feature has been used to make
style transfer more pronounced. The toxic
sentences, wherever possible, use the pro-
noun तू (tu), whereas non-toxic would use
आप (aap).

(iii) Lack of style transfer: In certain cases, there
is hardly any difference between toxic and
civil due to the kind of abusive language used.
For example, there is not much difference be-
tween awful and god awful in English, and the
difference is lost completely when translated
into Hindi like भयकंर (bhayankar) or भयानक
(bhayanak).

A few more such examples are documented in Ta-
ble 1.



ID Toxic Non-Toxic (Civil)
1 build a fucking coal plant there and let them all choke to

death on their own crapulence .
वहां साला एक कोयला प्लांट बनाओ और उन सभी को अपनी खदु
कɃ बकचोदी से घुट कर मारने दो।

assemble a screwing coal plant there and let them all stifle
to death on their own crapulence
वहां एक कोयला प्लांट बनाओ और उन सभी को अपनी खदु कɃ
बकवास से घुट कर मारने दो।

2 move to europe if you want to live with stupid .
अगर तू बेवकूफ के साथ रहना चाहता है तो यूरोप चला जा।

I don’t think it is a good idea to move to Europe.
मुझे नहीं लगता िक यूरोप में जाना एक अच्छा िवचार ह।ै

3 ya unlike the dems who haven t done shit about climate
change.
हां, उन डेम्स के िवपरीत ʹजन्होंने जलवायु पȼरवतर्न के बारे में घटंा
कुछ नही िकया ह।ै

ya unlike the dems who haven t done anything about cli-
mate change .
हां, उन डेम्स के िवपरीत ʹजन्होंने जलवायु पȼरवतर्न के बारे में कुछ
नही िकया ह।ै

4 thats a great fucking point .
एक बहुत ही कमाल का तकर् ह।ै

That is a fantastic point.
यह एक शानदार तकर् ह।ै

5 go fuck yourself , and not in a kindly matter at all .
अपनी गाँड मार ले, और हल्के से मत मारीयो।

mind your own stuff
अपने काम से काम रख।

Table 1: A set of examples from English and Hindi detoxification dataset.

4 Detoxification Models

We first introduce the seq2seq baseline (seq2seq,
Section 4.1), then present three distinct extension
approaches: Knowledge Transfer from a Similar
Task (kt, Section 4.2), Multitask Learning (Sec-
tion 4.3), and Delete and Reconstruct (del_recon,
Section 4.4) for the text detoxification task.

4.1 Sequence-to-Sequence Baseline (seq2seq)
The baseline is a sequence-to-sequence learning
approach using mBART (Liu et al., 2020a) with
parallel data. We use the cross-entropy loss for the
sequence-to-sequence task, defined as:

Lseq2seq = −
T∑
t=1

K∑
k=1

log(P (yt,k|X)), (1)

where Lseq2seq represents the sequence-to-
sequence loss, X is the input text, T is the length
of the sequence, K is the vocabulary size, and
P (yt,k|X) is the predicted probability of the k-th
token at time step t given the input X .

4.2 Knowledge Transfer from a Similar Task
(kt)

In scenarios with limited resources, leveraging
knowledge from a related task can enhance our ap-
proach. To achieve this, we employ a two-step
process. First, we fine-tune a model to perform
the negative-to-positive text sentiment transfer task
using the text sentiment transfer yelp dataset pro-
vided by Li et al. (2018). Subsequently, we trans-
fer the acquired knowledge in the form of model
weights to further fine-tune the model using our
toxic-to-non-toxic data, in the same fashion as the
seq2seq baseline.

Toxic 
Text

Encoder Decoder Clean 
Text

seq2seq Loss

Classif. 
Head

Classif. loss 
w/ grd. rev.

Classif. 
Loss

Gradient 
Reversal

Classif. 
Loss

Classif. 
Head

+

Figure 1: Overview of the Multitask Learning Method-
ology.

4.3 Multitask Learning
In this approach, we employ a multitask learning
setup to transfer toxic attributes in text to non-toxic
attributes. This involves learning multiple tasks si-
multaneously. For an overview of this methodol-
ogy, see Figure 1.

We introduce several classification tasks, each
of which works in conjunction with the primary
sequence-to-sequence task (seq2seq, Section 4.1):

(i) Classification of Input Text (cls_ip): This
task aims to classify the input text (in the
encoder) as toxic or non-toxic. The asso-
ciated loss, combined with the sequence-to-
sequence loss, is defined as:

Lcls_ip = −
N∑
i=1

[tilog(Pcls_ip(xi))+

(1− ti)log(1− Pcls_ip(xi))], (2)

whereLcls_ip is the toxicity classification loss,
N is the number of training samples, xi is the
input text sample, ti is the corresponding tox-
icity label (0 for toxic, 1 for non-toxic), and



Pcls_ip(xi) is the predicted probability of tox-
icity for input xi.

(ii) Classification with a Gradient Reversal
Layer (cls_gr_ip): Similar to the classifica-
tion of input text, in addition, this task in-
cludes a gradient reversal layer before the clas-
sification head. The gradient reversal layer ef-
fectively scales the gradient flowing to the en-
coders by a factor of −λ, which should help
keep representations of similar-meaning toxic
and non-toxic texts similar, focusing on con-
tent preservation.

Gradrev = −λ · ∇J (3)

where −λ represents a scaling factor that mul-
tiplies the gradient. ∇J (grad_output) is the
gradient flowing through the network.
Then the classification loss is defined as:

Lcls_gr_ip = −
N∑
i=1

[tilog(Pcls_gr_ip(xi))

+ (1− ti)log(1− Pcls_gr_ip(xi))], (4)

where Lcls_gr_ip is the classification with gra-
dient reversal layer, and Pcls_gr_ip(xi) is the
predicted probability after applying the gradi-
ent reversal layer (Equation 3).

(iii) Classification of Generated Output Text
(cls_op): This task focuses on detecting
whether the generated output text (in the de-
coder) is toxic or non-toxic. The loss is de-
fined similarly to the previous classification
tasks:

Lcls_op = −
N∑
i=1

[dilog(Pcls_op(yi))+

(1− di)log(1− Pcls_op(yi))], (5)

where Lcls_op is the loss for detecting gener-
ated output text toxic or non-toxic, yi is the
generated output text sample, di is the corre-
sponding target toxicity label (0 for toxic, 1
for non-toxic), andPcls_op(yi) is the predicted
probability of non-toxicity.

4.4 Delete and Reconstruct (del_recon)
This approach is shown in Figure 2. We start
with a toxicity classifier trained to differentiate be-
tween toxic (1) and non-toxic (0) sentences, using

Language Classifiers Accuracy (%)
English 91.7
Hindi 59.8

Table 2: English and Hindi accuracy scores for Toxicity
classifiers.

the training portion of our dataset (see Section 6).
Leveraging this same classifier, we calculate word
attributions for all sentences, encompassing both
toxic and non-toxic examples. We then selectively
remove words with attributions exceeding a thresh-
old of 0.5.

In the training phase, we fed the sentences af-
ter eliminating toxic words or phrases into mBART
(Liu et al., 2020b) with non-toxic text from the
dataset serving as the target output (see Equation
6):

Lreconstruction =

N∑
i=1

[yi log(Preconstruction(xi))

+ (1− yi) log(1− Preconstruction(xi))] (6)

The ultimate goal is to preserve non-toxic con-
tent while generating natural and clean text through
this process. The loss measures the difference
between the reconstructed and original sentences.
In Equation 6), Lreconstruction is the reconstruction
loss, Preconstruction(xi) is the predicted probability
of the reconstructed sentence, yi is the original non-
toxic sentence, and xi represents the input sentence
(where toxic words have been deleted).

5 Experimental Settings
To ensure consistency in our experiments, we par-
titioned the English datasets into 508 examples for
training, 100 for development, and 500 for test-
ing. For the Hindi dataset, we created training and
development sets of the same size as the English
dataset through machine translation. We utilized
the Facebook NLLB-200-3.3B model (Costa-jussà
et al., 2022) available from HuggingFace. For eval-
uation in Hindi, we employed our newly provided
dataset consisting of 500 samples (see Section 3).
We employed the mBART-large-50 model (Tang
et al., 2020) from the HuggingFace library (Wolf
et al., 2020) for both English and Hindi. To opti-
mize model performance, we conducted hyperpa-
rameter tuning, leading to the selection of a learn-
ing rate of 1e-5 and a batch size of 3. Throughout
the network, dropout was applied with a rate of 0.1.
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Figure 2: Overview of the Delete and Reconstruct Methodology.

Additionally, we introduced L2 regularization with
a strength of 0.01. The training was executed over
5 epochs.

6 Evaluation Metrics
The evaluation process involves three primary as-
pects: accuracy of the toxic to civil text trans-
fer (detoxification accuracy), content preservation,
and fluency. Detoxification accuracy is assessed
using our fine-tuned mBERT classifier, which used
the same training set for finetuning as our pri-
mary TST task (see Section 3). Classifier ac-
curacies of toxic and non-toxic text in English
and Hindi languages are shown in Table 2. The
rather low accuracy in Hindi might be a result
of the fact that the classifier is finetuned on syn-
thetic training and development sets created by
machine English-to-Hindi translation, while it is
evaluated using manually translated data.2 Con-
tent preservation is evaluated through BLEU score
(Papineni et al., 2002) and embedding similarity
(Rahutomo et al., 2012) compared against the in-
put sentences, where embedding similarity is de-
termined using language-agnostic BERT sentence
embeddings (LaBSE) (Feng et al., 2022) in con-
junction with cosine similarity. Evaluating flu-
ency, particularly for Hindi, poses a challenge due
to the limited availability of assessment tools for
Indic languages (Krishna et al., 2022). Although
perplexity (PPL) tends to favor unnatural sentences
with common words and may not be ideal for flu-
ency evaluation (Pang, 2019; Mir et al., 2019), we
include a basic fluency assessment using perplex-
ity (PPL) measured with a multilingual GPT model

2We observed that some of the Hindi machine translation
outputs for English toxic inputs are less toxic or not toxic at
all. While this may be a generally desired outcome of machine
translation, it makes our task of achieving clear toxic and non-
toxic classification more challenging.

(Shliazhko et al., 2022).
As automated metrics for language generation

may not correlate well with human judgments
(Novikova et al., 2017), we also run a small-scale
human evaluation with language expert annotators
on a random sample of 50 sentences from the test
set for each language. Outputs are rated on a 5-
point Likert scale for detoxification accuracy, con-
tent preservation, and fluency.

7 External Baselines
Dementieva et al. (2022) provided two of their
RuT5 and Delete detoxification baseline methods
publicly. We could not use them directly for a
result comparison as they are only designed for
the Russian language. Therefore, we adapted the
RuT5 model,3 which is based on the Russian lan-
guage, using t5-base (Raffel et al., 2020) for En-
glish and mt5-small (Xue et al., 2021) for Hindi.
For the Delete method, Dementieva et al. used a
dictionary of toxic words and/or phrases. To gener-
ate non-toxic sentences, they simply deleted from
toxic sentences all toxic words and phrases con-
tained in their dictionary. To adopt this method, we
translated their dictionary from Russian to English
and then English to Hindi using Google Translate4

and then applied the same technique.

8 Results and Analysis
8.1 Automatic Evaluation
Automatic evaluation results are presented in Ta-
ble 3.

Performance of Our Methodologies: The
seq2seq baseline model showed moderate per-
formance across all metrics, indicating its basic

3https://huggingface.co/ai-forever/ruT5-base
4https://translate.google.com/

https://huggingface.co/ai-forever/ruT5-base
https://translate.google.com/


English Hindi
Models ACC BLEU CS PPL ACC BLEU CS PPL

Our Baseline

seq2seq 67.4 43.1 76.8 221.4 68.4 39.6 77.2 8.5

Our Methodology - Knowledge Transfer

kt 71.0 45.6 77.5 237.9 92.0 42.0 78.6 9.3

Our Methodology - Multitask Learning

seq2seq + cls_ip 64.0 43.7 75.6 202.4 77.2 38.5 76.8 8.3
seq2seq + cls_gr_ip 95.6 0.2 16.3 20.4 75.2 36.2 72.6 8.2
seq2seq + cls_op 75.8 44.2 76.6 348.3 79.8 39.8 78.2 8.2

Our Methodology - Delete and Reconstruct

del_recon 80.6 44.5 76.9 304.6 94.0 41.2 78.9 8.2

External Baselines (see Section 7)

Delete 68.6 41.0 74.4 599.7 92.8 40.4 76.8 11.4
T5 59.2 44.7 77.1 221.6 99.6 1.2 38.7 64.7

Table 3: Automatic evaluation results. We measure the detoxification accuracy (ACC) using a toxicity classifier,
BLEU score, Content Similarity (CS), and fluency using perplexity (PPL) (see Section 6). Model names follow the
conventions introduced in Section 4.

capability in text detoxification. Our knowledge
transfer methodology (kt) exhibited a substantial
improvement in text detoxification accuracy and
content preservation over the baseline, thanks
to the knowledge transferred from a similar
task. In the Multitask Learning setup, seq2seq
+ cls_ip model achieved average results in text
detoxification accuracy, content preservation,
and fluency. The seq2seq + cls_gr_ip approach
displayed exceptional text detoxification accuracy
but at the cost of fluency and content preservation.
The seq2seq + cls_op model demonstrated good
overall performance with balanced results in text
detoxification accuracy, content preservation,
and fluency. Our del_recon methodology also
demonstrates good performance in terms of detox-
ification accuracy (ACC) and content preservation
scores (BLEU and CS), which are the highest
overall, but at the cost of poor fluency.

Language-wise Analysis: The results in English
and Hindi exhibit mostly the same trends, with
methodologies that perform well in one language
tending to perform well in the other. However,
it is worth noting that while our models maintain
mostly good performance in both languages, En-
glish text detoxification consistently demonstrates
slightly better results. The performance in Hindi
is a little inconsistent, possibly due to the use of
synthetic data for training (cf. Section 6).

Comparison with External Baselines: Com-
paring our methodologies with external baselines,
it is evident that our models outperform both the

Delete and T5 baselines in most aspects. Our mod-
els generally exhibit more balanced results across
multiple metrics, demonstrating their effectiveness
in addressing text detoxification challenges.

In summary, our knowledge transfer method-
ology (kt) exhibits notable advancements in text
detoxification, with balanced results across differ-
ent metrics. The multi-task learning approaches
show promise, with variations that excel in specific
aspects. These findings underscore the potential of
our methodologies to enhance text detoxification
tasks, fostering safer and more respectful online
communication.

8.2 Human Evaluation
A group of experts performed the human evalua-
tion exercise, for which we chose the following
four models: (1) seq2seq+cls_op as one of our best
models from the multitask learning experiment, (2)
kt, (3) del_recon, and (4) Delete as the best external
baseline. The choice was based on the overall bal-
anced results on automatic metrics (see Section 8.1.
The results, shown in Table 4, mostly align with our
automatic evaluation findings, validating the effec-
tiveness of the data and our proposed methodolo-
gies.

8.3 Sample Output
The sample outputs in Table 5 provide an overview
of the performance of all the systems used in the
human evaluation across English and Hindi.

The Delete baseline’s output is inaccurate as
compared to seq2seq + cls_op. The Delete base-



Models English Hindi
Accuracy Content Fluency Accuracy Content Fluency

Our Methodologies

kt 3.0 4.9 4.9 1.9 4.8 4.8
seq2seq + cls_op 3.2 4.9 4.8 2.0 4.9 4.5
del_recon 3.3 4.7 3.9 2.0 4.9 4.7

External Baseline

Delete 2.6 4.9 3.0 1.9 4.9 3.9

Table 4: Human evaluation of 50 randomly selected outputs on toxic to non-toxic transfer accuracy (Accuracy),
Content Preservation (Content), and Fluency (see Section 8.2).

line’s output deletes the abusive lexical units, mak-
ing the sentence syntactically incorrect. If we look
closely at the examples presented here, we notice
that the adjective or the adverb previously attached
to an abusive noun remains syntactically discon-
nected, as the noun has not been replaced with any
other non-abusive lexical unit. Similarly, when we
compare the outputs of kt and del_recon, we find
that the former replaces the abusive word with an-
other noun in most cases, whereas del_recon sim-
ply truncates the abusive word, creating a syntac-
tic inconsistency in the sentence. The results for
Hindi are not on par with English for any model.

9 Conclusion
We explored the task of text detoxification, aim-
ing to automatically transform toxic text into non-
toxic text while preserving content and fluency.
Our findings suggest that our approaches success-
fully address the task of text detoxification, achiev-
ing notable detoxification accuracy while preserv-
ing content and maintaining fluency. In future re-
search, we will focus on exploring text detoxifica-
tion in various linguistic and cultural contexts. We
anticipate that our work will pave the way for more
effective and ethical online communication by mit-
igating the harmful impact of toxic text.

Limitations
While conducting our study, we identified certain
limitations that warrant consideration. Firstly, the
efficacy of our approach may vary across differ-
ent languages and styles of toxicity. The nuances
in linguistic expression and cultural context pose
challenges for creating a one-size-fits-all solution.
Further research is essential to adapt and enhance
our methods to cater to the diverse linguistic land-
scape of online content.

Additionally, we acknowledge the difficulty in
fluency evaluation. The absence of precise assess-

ment tools makes it challenging to measure how
well our text detoxification process maintains the
natural flow and coherence of the original content.
This limitation underscores the need for the devel-
opment of robust evaluation metrics to ensure the
overall quality of the detoxified text.

Recognizing these limitations, we emphasize
the importance of continued research to address
these challenges systematically. Refining our
methods through iterative improvements and adapt-
ing to the evolving nature of online communication
will be crucial in achieving broader effectiveness
and applicability.

Ethics Statement

Our commitment to ethical practices is at the core
of our research endeavors. The text detoxifica-
tion process we employ prioritizes principles of re-
spect and safety, with the overarching goal of re-
ducing harmful content while preserving the au-
thentic meaning of the text. We are acutely aware
of the significance of cultivating a positive online
environment.

In our pursuit of responsible and unbiased AI de-
velopment, we strive to minimize any unintended
consequences or biases in our work. This commit-
ment involves continuous scrutiny of our methods
and dedication to transparency in communicating
the potential limitations and ethical considerations
associated with our approach.

Moreover, we recognize the dynamic nature of
ethical standards in AI and are committed to stay-
ing abreast of evolving ethical guidelines. Our
dedication to ethical conduct extends beyond the
immediate scope of this research, influencing our
broader vision for the positive impact of AI on so-
ciety.



Source → Target kt (Ours) seq2seq + cls_op (Ours) del_recon (Ours) Delete (External base-
line)

and telling nato to fuck off
. → and telling nato to
leave.
और नाटो को चलता करना।
→और नाटो को जाने के Ǻलए
कहना।

and telling nato to stop.
नाटो को चलता करना

and telling nato to stop
और नाटो को चलता करना.

and telling nato to off.
और नाटो को चलता करना।

and telling nato to off .
और नाटो को चलता करना।

ours is pretty fucked up
too . → ours isnt good ei-
ther.
हमारे वाले कɃ भी भयकंर लगी
पड़ी ह।ै → हमारा वाला भी
अच्छा नही ह।ै

ours is pretty down too
हमारे वाले कɃ भी भयकंर लगी
ह।ै

ours is pretty bad too
हमारे वाले कɃ भी भयकंर लगी
पड़ी ह।ै

ours is pretty up too.
हमारे वाले कɃ भी भयकंर लगी
पड़ी ह।ै

ours is up too .
हमारे वाले कɃ भी भयकंर लगी
पड़ी ह।ै

oh shit you just blew their
minds .→ Oh you just
blew their minds
तेरी माँ कɃ आँख, तूने उनके
िदमाग़ कɃ दही कर दी। →
ओह, तुमने उनको अचंʺभत
कर िदया।

oh shit you just blew their
minds
तेरी माँ कɃ आँख, उनके िदमाग़
कɃ दही कर दी।

Oh no you just blew their
minds
तेरी माँ कɃ आँख, तूने उनके
िदमाग़ कɃ दही कर दी।

oh you just blew their
minds.
तूने उनके िदमाग़ कɃ दही कर
दी।

oh you just blew their
minds .
तेरी माँ कɃ आँख, तूने उनके
िदमाग़ कɃ दही कर दी।

he is an autocratic bully .
→ he is a bully
वह एक िनरकुंश धमकाने वाला
ह।ै→ वह एक बदमाश है

he is an autocratic person
वह एक िनरकुंश धमकाने वाला
है

He is not good
वह एक िनरकुंश धमकाने वाला
है

he is an arrogant leader.
वह एक िनरकुंश धमकाने वाला
ह।ै

he is an autocratic .
वह एक धमकाने वाला ह।ै

you are a veritable idiot !
→ I disagree with you
तू एक सत्यिनष्ठ बेवकूफ ह!ै
→ मैं आप से असहमत हूं

You are unbelievable!
तू एक सत्यिनष्ठ व्यिक्त ह!ै

You are not good
आप एक सत्यिनष्ठ व्यिक्त ह।ै

you are a veritable person
तू एक ह?ै

you are a veritable !
तू एक सत्यिनष्ठ ह!ै

Table 5: Selective Model’s (see Section 8.3) sample outputs in English and Hindi.
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