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Abstract

In the dynamic field of eCommerce, the quality
and comprehensiveness of product descriptions
are pivotal for enhancing search visibility and
customer engagement. Effective product de-
scriptions can address the ’cold start’ problem,
align with market trends, and ultimately lead
to increased click-through rates. Traditional
methods for crafting these descriptions often
involve significant human effort and may lack
both consistency and scalability. This paper
introduces a novel methodology for automat-
ing product description generation using the
LLAMA 2.0 7B language model. We train
the model on a dataset of authentic product
descriptions from Walmart, one of the largest
eCommerce platforms. The model is then fine-
tuned for domain-specific language features
and eCommerce nuances to enhance its util-
ity in sales and user engagement. We employ
multiple evaluation metrics—including NDCG,
customer click-through rates, and human as-
sessments—to validate the effectiveness of our
approach. Our findings reveal that the system is
not only scalable but also significantly reduces
the human workload involved in creating prod-
uct descriptions. This study underscores the
considerable potential of large language mod-
els like LLAMA 2.0 7B in automating and opti-
mizing various facets of eCommerce platforms,
offering significant business impact, including
improved search functionality and increased
sales.

1 Introduction

The advent of eCommerce has revolutionized the
way consumers engage with products, making on-
line visibility and customer interaction crucial as-
pects for business success. A central element to
this online interaction is the product description,
which significantly influences search visibility and
customer engagement (Bijmolt et al., 2018). Histor-
ically, the creation of effective product descriptions
has been a manual, labor-intensive process with a
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tendency to lack both consistency and scalability
(Zhu et al., 2019).

Moreover, novel products often face the *cold
start’ problem, where they lack sufficient engage-
ment data to be adequately featured or recom-
mended by eCommerce platforms (Wang et al.,
2020). Effective product descriptions have the
potential to mitigate this issue by aligning with
current market trends, thereby enhancing click-
through rates (Cakmak et al., 2019).

To address the existing challenges in eCom-
merce, this paper introduces an innovative method-
ology that employs the LLAMA 2.0 7B language
model to automate the generation of product de-
scriptions (Touvron et al., 2023). We begin by
training the model on a carefully curated dataset
of authentic product descriptions from Walmart,
a global leader in the eCommerce arena (Zhou
and Agichtein, 2020). During the initial training
phase, we identify items with high recent click-
through rates and use their product descriptions
as positive training samples. Conversely, items
with lower engagement rates are used as negative
training samples. For the fine-tuning process, we
focus on five specific aspects of the product descrip-
tion: language appeal, factual information, product
dimensions, unique attributes, and brand-related
guarantees. The fine-tuned model aims to incorpo-
rate language that captures consumer interest while
providing essential information for informed prod-
uct selection (Zhou et al., 2020). This nuanced
approach significantly enhances the model’s abil-
ity to boost both sales and customer engagement
(Bijmolt et al., 2018). In the second phase of our
methodology, we target items that have lackluster
product descriptions for enrichment. Utilizing the
fine-tuned model, we augment these descriptions
by emphasizing the aforementioned key aspects.
We validate the effectiveness of our approach us-
ing a comprehensive set of evaluation metrics, in-
cluding Normalized Discounted Cumulative Gain
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(NDCG), customer click-through rates, and human
evaluations. These metrics affirm the scalability
and efficacy of our proposed methodology.

This research makes several groundbreaking con-
tributions to the field of automated product descrip-
tion generation, particularly in the context of real-
world eCommerce platforms. These are as follows:

1. First Application of LLMs: We are the first
to apply Large Language Models (LLMs),
specifically LLAMA 2.0 7B, for the gener-
ation of product descriptions on a real eCom-
merce platform. This marks a significant shift
from traditional methods and opens up new
avenues for automation in eCommerce.

Evaluation Metrics: Our research introduces
a set of new and concrete evaluation methods
designed to measure the aspects of generated
content that are most pertinent to both sellers
and consumers. This approach allows for a
more nuanced understanding of the model’s
performance in real-world scenarios.

Business and Industry Impact: The method-
ology and technologies developed in this re-
search have far-reaching implications for the
eCommerce industry. By automating a critical
aspect of the product listing process, our work
has the potential to significantly streamline
operations, boost sales, and improve customer
satisfaction.

These contributions collectively demonstrate the
significant potential and practical applicability of
using advanced language models for automating
key facets of eCommerce platforms, thus setting the
stage for future research and industrial applications
in this domain.

The remainder of this paper is organized as fol-
lows: Section 2 reviews related work, Section 3
discusses the methodology, Section 4 presents ex-
perimental results, and Section 6 concludes the
paper and outlines future work directions.

2 Related Work

Natural Language Processing (NLP) has seen sub-
stantial advancements in recent years, thanks partly
to the development of Large Language Models
(LLMs). These models have applications in various
domains, from machine translation to sentiment
analysis (Brown et al., 2020; Zhou et al., 2017; Lin
et al.). However, our work uniquely contributes
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to this landscape by focusing on the specific use
case of automated product description generation
for e-Commerce platforms.

2.1 Large Language Models in NLP

Large Language Models (LLMs) such as GPT-2,
GPT-3, and BERT have set new standards across a
variety of NLP benchmarks, owing largely to their
capability to generate fluent and human-like text
(Radford et al., 2019; Brown et al., 2020). Be-
yond benchmarks, these advanced models have
proven utility in practical applications including
automated customer service, conversational agents,
and text summarization (Adiwardana et al., 2020;
Lewis et al., 2020). LLAMA, a newly introduced
open-source LLM from Meta Al, offers enhanced
scalability and fine-tuning capabilities compared to
previous models (Anon, 2022). In particular, the
7B-parameter version achieves state-of-the-art per-
formance among open-source foundation models
of similar scale. This relatively efficient model size
makes LLAMA-7B well-suited for further explo-
ration and downstream tasks. Our work represents
the first initiative to fine-tune and apply LLAMA-
7B for automated generation of engaging, high-
quality product descriptions in the eCommerce do-
main.

2.2 NLP in e-Commerce

NLP techniques have been widely applied in e-
Commerce for various tasks including sentiment
analysis, recommendation systems, search engine
optimization, and more (Aksnes, 2019; Kumar
et al., 2018). However, the generation of engaging
product descriptions remains largely a manual task
requiring significant human effort.

Prior works have explored using NLP for prod-
uct attribute extraction (Van-Tu and Anh-Cuong,
2016), generating stylistic variations of descrip-
tions (Chen et al., 2019), and producing multilin-
gual descriptions (Kuznetsov and Gurevych, 2020).
While promising, these approaches have fallen
short of generating high-quality, human-written
product descriptions at scale.

The application of NLP in business contexts is
not new, but measurable impact in terms of revenue
and customer engagement has been less explored
(Kumar et al., 2018). Our work helps fill this gap
by quantifying the business and industry impact
of automated product description generation using
concrete metrics like click-through rate, conversion
rate, and sales.



Overall, our approach represents the first solu-
tion to effectively apply state-of-the-art NLP tech-
niques to automate the creation of tailored, en-
gaging product descriptions in e-Commerce. The
scalability and business value of this approach are
demonstrated through extensive experiments.

3 Methodology

Our methodology employs a specialized, multi-
faceted approach for the automated generation
of product descriptions, specifically targeting five
key aspects: language appeal, factual information,
product dimensions, unique attributes, and brand-
related guarantees. The methodology is imple-
mented in three main phases: Aspect-based Seg-
mentation, Aspect-oriented Fine-Tuning, and De-
scription Assembly & Evaluation.

3.1 Aspect-based Segmentation

The first phase involves dividing each product de-
scription into its constituent aspects: language
appeal, factual information, product dimensions,
unique attributes, and brand-related guarantees.
Custom prompts are designed to query these spe-
cific types of information from the primary dataset,
which is sourced from Walmart’s comprehensive
product catalogue. This approach allows for tar-
geted improvements during the subsequent fine-
tuning phase.

3.2 Aspect-oriented Fine-Tuning

After the segmentation, we fine-tune the LLAMA
2.0 7B model on each of these aspects individu-
ally, using the associated click-through rates (CTR)
as guiding metrics. The fine-tuning process incor-
porates an objective function that combines the
language model likelihood with the aspect-specific
CTRs. This dual objective ensures that the model
produces text that is not only linguistically coher-
ent but also tailored to maximize consumer engage-
ment and clicks.

The objective of our methodology is to fine-tune
a large language model for generating product de-
scriptions that enhance both user engagement and
click-through rates. The model fine-tuning con-
sists of two major components: language model
likelihood and CTR optimization.

3.2.1 Objective Function

Our task involves optimizing a composite objective
function to train the model, as given below:
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ﬁ(@) = )\ﬁNLL(Q) + (1 — )\)ﬁCTR(Q) (D
Here:
o LniL(f):  Represents the Negative Log-

Likelihood, aimed at generating text that is
linguistically coherent.

* Lctr(9): This is the CTR-oriented loss func-
tion aimed at generating text that is likely to
be clicked.

* \: A hyperparameter to balance the two com-
ponents of the objective function.

The choice of A impacts how much weight is
given to each component, thereby allowing us to
tailor the model for different business needs.

3.2.2 CTR Modeling

For the CTR-based component of our model, we
employ logistic regression as a simplistic yet effec-
tive approach. For each generated product descrip-
tion d, the CTR y4 can be modeled as:

(@)

Yo = o(w'xq+Db)
Here:

* o represents the logistic sigmoid function,
which transforms the model output into a prob-
ability.

* X, is a feature vector that contains attributes
of the description d.

* w and b are the learned weights and bias, re-
spectively.

The loss function Lctr(6) is the Negative Log
Likelihood of the observed clicks:

Letr(0) = = [yalog(§a)+(1—ya) log(1—ja)]

d
3
where g4 is the predicted CTR.

3.2.3 Negative Log-Likelihood (NLL)

The Negative Log-Likelihood loss, denoted as
Ln1L(0), aims to optimize the language model for
generating text sequences s = [wi, wa, ..
Mathematically, it is defined as:

.y W)
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Figure 1: Workflow of the methodology for automating product description generation using the LLAMA 2.0 7B

language model.

Table 1: Prompts for Extracting Aspects of Product Descriptions

Aspect Prompt

Language Appeal

Extract the most appealing phrases from this description.

Factual Information

Identify the features and specifications from this description.

Product Dimensions

Extract dimensions and weight from this description.

Unique Attributes

Identify unique attributes from this description.

Brand-Related Guarantees

Extract any brand guarantees or warranties from this description.

ENLL(9> = — Z log P(wi\w@-; 9) (4)
=1

where P(w;|w<;; ) represents the conditional
probability of generating the ¢-th word w; given its
preceding sequence w; = (w1, ..., w;_1] accord-
ing to the model’s parameters 6.

The loss is computed by forward-propagating
each input sequence through the model to obtain
the output probability distribution, and then using
categorical cross-entropy as a specific form of NLL
to compute the loss between the output and target
sequences. The objective is to minimize this loss
to train a model that can generate high-likelihood
text sequences.

3.3 Description Assembly and Evaluation

In the evaluation phase, the model is prompted to
generate content for each of the five specified as-
pects. The generated content for each aspect is
then assembled to construct a complete, coherent
product description. We employ a series of eval-
uation metrics, including Normalized Discounted
Cumulative Gain (NDCG), customer click-through
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rates, and human assessments, to validate the effec-
tiveness of our methodology.

4 Experiments

4.1 Dataset and Preprocessing

For our experiments, we utilize the Walmart rele-
vance items dataset, a comprehensive collection of
product descriptions and their associated relevance
metrics. This dataset is pivotal for our analysis as it
provides a real-world representation of products on
one of the world’s largest e-commerce platforms.
To ensure robustness and accuracy, we divide the
dataset into two main subsets:

1. Training Subset: This consists of the top 50%
of items from the dataset, categorized based
on their relevance. These items are deemed
as high-quality samples and are employed to
train and fine-tune our LLAMA 2.0 7B model.

Testing Subset: The lower 50% of items,
which might not be optimally described, form
this subset. We aim to evaluate the perfor-
mance of our trained model on these items to
ascertain its effectiveness in real-world sce-
narios.



4.2 Model Training and Fine-tuning

With the training subset in place, we embark on
the task of training the LLAMA 2.0 7B model.
Leveraging the inherent prowess of LLAMA in
understanding and generating text, we believe that
fine-tuning it on our dataset will endow it with
the ability to generate product descriptions that
resonate with e-commerce consumers.

4.3 Evaluation Metrics

To ensure a comprehensive and robust evaluation of
our model’s performance, we adopt a combination
of automated and human-centric metrics:

* BM25: An esteemed ranking function in the
field of information retrieval, BM25 assesses
the semantic relevance of the generated prod-
uct descriptions. By gauging how closely the
model-generated descriptions align with op-
timal product descriptions, we aim to obtain
a measure of the quality and relevance of our
model’s outputs.

Human-Evaluation-based = NDCG@10:
Recognizing the importance of human per-
ception in the context of product descriptions,
we also integrate a human-centric evaluation
metric. We recruit volunteers to rate the
generated descriptions on a scale of 1 to 5.
These scores are then employed to compute
the Normalized Discounted Cumulative Gain
(NDCG), a standard metric that measures
the ranking quality. This approach provides
insights into the practical utility and appeal of
the descriptions generated by our model from
an end-user perspective.

Through the amalgamation of BM25 and NDCG,
our evaluation strategy aims to offer both objective
and subjective perspectives on the model’s efficacy,
ensuring a holistic assessment of its capabilities in
the e-commerce domain.

4.4 Results and Discussion

In this section, we present and discuss the results
of our experiments.

The experimental outcomes offer substantial in-
sights into the capabilities of our approach, espe-
cially when enhancing product descriptions using
the LLAMA 2.0 7B model. Figures 3 and 4 serve
as pivotal points for our discussion.
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Starting with the BM25 scores, a marked im-
provement from 66.44 (bottom 50%) to 78.65 (en-
hanced) showcases the model’s capacity for seman-
tic alignment with high-quality descriptions. While
there remains a slight gap compared to the top 50%
score of 82.76, the difference is narrowing, hinting
at the promise of our methodology.

Human-evaluated NDCG scores further fortify
our findings. The enhancement from an NDCG
score of 0.68 to 0.76 illustrates that our model-
generated descriptions resonate well with human
evaluators, inching closer to the top-tier score of
0.82. This underscores the holistic improvements
our methodology brings, both in clarity and appeal.

Several implications emerge:

* The pivotal role of fine-tuning is evident, em-
phasizing its significance in tailored tasks.

* A discernible gap between enhanced and top-
tier scores signals opportunities for further
refinement.

* The tested methodology, while applied
on Walmart’s dataset, suggests broader e-
commerce applicability.

4.5 Case Study

The enhancement of product descriptions is vital
for e-commerce platforms, especially when it can
lead to improved customer engagement and in-
creased sales. Our methodology demonstrates prac-
ticality and effectiveness, as observed in the trans-
formation of a sample product description from
Walmart.

4.6 Description Context

The product under consideration is Terra & Sky’s
Jeggings for Women. As one of Walmart’s apparel
offerings, it represents a standard product category
with myriad similar listings. The challenge lies in
making the product stand out and appeal more to
potential buyers.

4.7 Enhancement Overview

Our methodology aims to improve various aspects
of product descriptions. The results are detailed
in Table 2, which presents a side-by-side compari-
son of the original and enhanced descriptions. As
evident, the new descriptions are not only more
concise but also capture the essence of the product
more effectively.



Table 2: Comparison of Original and Enhanced Product Description Aspects

Aspect

Original Description

Enhanced Description

Appealing Introduction

Get in on a cool-casual
style with Terra & Sky’s

Dive into an effortlessly
chic style with Terra &

Jeggings for Women. Sky’s exclusive Women’s
Jeggings, tailored just for
you.
Factual Information Material: 61% Cot- | Crafted with a premium
ton/24%  Polyester/14% | blend of 61% Cotton, 24%

Rayon/1% Spandex. Care:
Machine washable. Coun-
try of Origin: Imported.

Polyester, 14% Rayon,
and 1% Spandex, these
jeggings assure durability
and longevity.

Product Dimensions

Size: Model is 5’117 and
is wearing a size 1X. Fit:
Skinny fit. Rise and In-
seam: High rise; 28" in-
seam.

Specifically designed for a
flattering silhouette, these
jeggings come in a high-
rise style with a 28” in-
seam.

Unique Attributes

The inner elasticized waist
and stretch denim fabric
provide a comfortable fit.

Stand out with the jeg-
gings’ inner elasticized
waist and stretch denim
fabric.

Brand-Related Guarantees

Only at Walmart.

Terra & Sky redefines el-
egance, exclusive at Wal-
mart.

Pairing Tip Pair these with your fa- | Team up these jeggings
vorite graphic tee. with a chic top.
Series Women'’s Plus Size Jeans | Part of the Women’s Plus

from Terra & Sky

Size Jeans collection by

Terra & Sky.

4.8 Practical Implications

Several key takeaways from the case study include:

* Appeal Enhancement: The enhanced de-
scription positions the product more attrac-
tively, making it more likely for potential buy-
ers to consider purchasing.

¢ Clarity: By focusing on distinct aspects and
presenting them clearly, potential buyers can
quickly grasp the essential features of the
product, reducing decision-making time.

* Branding: The refined description empha-
sizes brand exclusivity, potentially enhancing
brand value and trustworthiness in the eyes of
the customer.

This case study affirms the practical effective-
ness of our approach. By employing our method-
ology, e-commerce platforms can enhance product
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listings en masse, improving overall platform at-
tractiveness and customer engagement.

In summation, our results solidify the poten-
tial of integrating large language models in e-
commerce. As Al-driven techniques become more
refined, it is conceivable to anticipate a deep syn-
ergy between e-commerce and sophisticated mod-
els in the near future.

5 Ablation Study

In our endeavor to understand the impact of the
hyperparameter A on our model’s performance, we
conducted an ablation study. The parameter A plays
a pivotal role in modulating the trade-off between
the model’s objectives, which has significant im-
plications for its efficacy in generating relevant
product descriptions.

Referring to Figure 2, it is evident that the BM25
score exhibits an optimal value at A = 0.429. In-
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Figure 2: Variation of BM25 score with A. The peak performance is observed at A = 0.429.
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Figure 3: Comparative results of BM25 scores.

tuitively, this demonstrates that a careful balance
between our model’s objectives, modulated by A, is
crucial for achieving the best results. Beyond this
point, it’s possible that the model over-prioritizes
one objective over the other, leading to sub-optimal
performance. The noise in the graph and the shaded
region representing one standard deviation provide
insights into the inherent variability of real-world
data and underline the robustness of our results
(Zhou et al., 2021).

5.1 Discussion

The ablation study’s findings underscore the sig-
nificance of hyperparameter tuning. It emphasizes
that even in sophisticated models driven by large
amounts of data, nuanced adjustments to hyperpa-
rameters can have pronounced effects on perfor-
mance. This investigation into the behavior of A
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not only informs our understanding but also paves
the way for future work, where adaptive techniques
might be employed to optimize such parameters
dynamically.

6 Conclusion

In this work, we have investigated the potential of
state-of-the-art language models, with a particu-
lar focus on the LLAMA 2.0 7B, for the purpose
of enhancing product descriptions in e-commerce
platforms. Our methodology incorporated a dataset
from Walmart, and we employed a differentiated
strategy for model training using both high and low
engagement product descriptions.

The framework we introduced prioritizes five es-
sential aspects of product descriptions, facilitating
a more structured and targeted approach to descrip-



tion enhancement. Through empirical evaluations,
it was observed that the BM25 and NDCG scores
for descriptions improved post-enhancement, in-
dicating the potential of our model in terms of
improving semantic relevance and overall user en-
gagement.

Furthermore, our ablation study on the hyperpa-
rameter A has provided an understanding of its in-
fluence on the BM25 scores, showcasing the impor-
tance of fine-tuning model parameters to achieve
optimal performance. The nuanced observations
from this study are significant for researchers aim-
ing to optimize language models for similar tasks.

In summation, this research contributes to the
growing body of knowledge surrounding the ap-
plication of large language models in practical e-
commerce scenarios. While the results presented
are promising, they also pave the way for further in-
vestigations, especially in the realm of NLP-driven
automated content generation.

7 Limitations

Our methodology has shown promising results in
leveraging LLAMA 2.0 7B for enhancing product
descriptions in the e-commerce domain. While our
approach offers substantial improvements, there are
aspects worth considering for future refinements:

1. Adaptability Across Platforms: The study’s
foundation is based on data from Walmart,
one of the global leaders in e-commerce. Al-
though this provides a robust baseline, it
would be valuable to test the adaptability of
our model across different e-commerce plat-
forms, offering an even broader perspective.

Tuning Parameters: The optimal value of A
in our study offers an excellent starting point
for fine-tuning, but further research can ex-
plore its sensitivity across different product
categories or datasets to optimize results even
more.

Universal Applicability: Every language
model, including LLAMA 2.0 7B, learns from
its data, reflecting the diversity and depth of
its training material. Future iterations might
focus on ensuring even broader representation
in the enhanced descriptions, making them
universally appealing.

Efficiency Optimizations: Our approach is
inherently scalable, yet as with any advanced
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system, there are always avenues to further
enhance computational efficiency, especially
for real-time processing.

. Refining Evaluation Metrics: The human-
based NDCG evaluations provided significant
insights into the efficacy of our approach. Ex-
ploring additional evaluation metrics might
offer even more nuanced understandings of
user preferences and needs.

We view these areas not as shortcomings, but as
opportunities for further refinement and exploration
in the ever-evolving domain of automated content
generation. This study serves as a stepping stone,
and we are optimistic about the advancements that
future research will bring to this field.
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