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Abstract

This paper presents a concise summary of our
work for the ML-ESG-2 shared task, exclu-
sively on the Chinese and English datasets. ML-
ESG-2 aims to ascertain the influence of news
articles on corporations, specifically from an
ESG perspective. To this end, we generally
explored the capability of key information for
impact identification and experimented with
various techniques at different levels. For in-
stance, we attempted to incorporate important
information at the word level with TF-IDF, at
the sentence level with TextRank, and at the
document level with summarization. The final
results reveal that the one using summarization
yields the best predictions.

1 Introduction

Environmental, Social, and Governance (ESG)
factors have been deemed essential for a com-
pany’s prosperity in the long run and emerged as
a crucial consideration for investment and corpo-
rate operations (Tseng et al., 2023; Kannan and
Seki, 2023). Spontaneously, ESG has garnered in-
creased attention among the FinNLP community.
In 2023 FinNLP, in conjunction with IJCAI, has
proposed a shared task of Multi-Lingual ESG Im-
pact Type Identification (ML-ESG-2), releasing a
multi-lingual dataset that consists of news articles
in four languages — (traditional) Chinese, English,
French, and Japanese (Tseng et al., 2023). The
objective is to determine if the given news is an op-
portunity or a risk for the company from the ESG
aspect.

ML-ESG-2 presents itself as a text classification
problem, which involves extracting features from
raw textual data and predicting categories based on
such features. Research around this topic in recent
years centers on the attention mechanism, among
others (see Li et al., 2022). In particular, Trans-
former models such as BERT (Devlin et al., 2018)
are widely exploited, and further encourage the

trend of using more data and large language mod-
els for text classification tasks (Minaee et al., 2021).
In the case of long document classification where
regular Transformers fail, more effective methods
have been proposed, mostly involving pre-training
another language model for long sequences or ex-
tracting key information to feed into the model. For
example, Beltagy et al. (2020) revised the attention
mechanism in BERT and developed a Longformer
that increases the input capacity up to 4, 096 to-
kens, and Ding et al. (2020a) proposed CogLTX
that jointly trains two BERT or RoBERTa (Liu
et al., 2019) models - one for key sentence extrac-
tion and the other for the final task. However, a
survey by Park et al. (2022) suggests that com-
plicated approaches don’t necessarily bring better
outcomes, meanwhile demanding more investment
(e.g. Longformer requires more GPU memories,
and CogLTX costs much more runtime). Inspired
by such findings, we also used pre-trained language
models (PLMs) for the ESG task. Specifically, we
also exploited the ChatGPT series as a translation
engine for data augmentation and to discern the
important information for long document classifi-
cation.

2 Related Work

In the last decade, text classification tasks have
gradually embraced the deep learning approach, as
it relieves the burden of feature designing. Multi-
layer perceptions (Khalil Alsmadi et al., 2009) al-
ready outperform traditional models such as Naive
Bayes, SVM, etc., CNN (convolutional neural net-
work) and RNN (recurrent neural network) further
advance the performance in this area (Li et al.,
2022). The GNN (graph neural network) also takes
a place but focuses on modeling the structural in-
formation within the text (Li et al., 2022; Liu et al.,
2022). The introduction of BERT (Devlin et al.,
2018) has especially promoted the fashion of ap-
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plying PLMs in text classification tasks. Compared
with previous methods such as TF-IDF (Rajara-
man and Ullman, 2011) and Word2Vec (Mikolov
et al., 2013), PLMs capture more effective repre-
sentations and boost performance text classification
tasks.

However, BERT and its variants such as
RoBERTa (Liu et al., 2019), BART (Lewis et al.,
2019), etc., are intrinsically incapable of process-
ing long sequences, and a brutal truncation does
not necessarily provide benefits. The predicament
sees the appearance of more PLMs tailored for
long sequences. Attention-based models like Long-
former (Beltagy et al., 2020) and Big Bird (Zaheer
et al., 2020) employ sparse self-attention instead
of full attention as in the BERT series and expand
the input capacity up to 4, 096 tokens. Hierar-
chical Transformers such as ToBERT (Pappagari
et al., 2019) produce chunk-level representations
and thus can take input of any length. ERNIE-
DOC (Ding et al., 2020b) enhances the recurrence
mechanism as employed in Transformer-XL (Dai
et al., 2019) and XLNet (Yang et al., 2019), etc.
and introduces a retrospective feed mechanism to
directly model the text at the document level. An-
other type of approach aims at selecting important
sentences from the document for classification, e.g.
CogLTX (Ding et al., 2020a) and more traditional
approaches such as TextRank Mihalcea and Ta-
rau (2004). Techniques utilizing summarization
for classification also fall within this category (e.g.
Basha et al., 2019).

It should be noted that sophisticated models such
as those described above do not guarantee better
performances, as a regular Transformer model may
surpass them with simple augmentation (see Li
et al., 2022). Sparse attention cannot fully exploit
the global information for each segment when mod-
eling long documents; the recurrence mechanism
introduces latency (Mamakas et al., 2022), and hier-
archical Transformers have the problem of context
fragmentation (Ding et al., 2020b).

3 Methods

As evident in Table 1, the Chinese track is a multi-
class long document classification task, while the
English track is a binary classification task. Also, a
severe imbalance can be observed in the Chinese
dataset, with the "Opportunity" and "ESG but not
company related" samples occupying about 90%
of the entire set.

Train set Class distribution Text length (avg.)1

(0: 1: 2: 3: 4)

Chinese 536: 58: 23: 593: 50 1349.88
English 694: 114: 0: 0: 0 412.48

Table 1: Data statistics of the training sets. For ref-
erence: 0 = "Opportunity", 1 = "Risk", 2 = "Cannot
Distinguish (company related)", 3 = "ESG but not com-
pany related", 4 = "Non-ESG".

Figure 1: Model architecture

Figure 2: An example of the English data

For this task, we adopted a vanilla architecture
as shown in Figure 1. The underlying idea of our
method is to solely utilize text representations as
features for classification. As shown in Figure 2,
each sample provides a headline alongside the con-
tent. Seeing that headlines are exploited for news
classification (see Rana et al., 2014), we also in-
clude them in our method. In the Chinese task,
particularly, we replaced the original news content
with a summarized text.

For the English task, we managed to expand
the dataset by including more samples translated
from the French data considering the original one
is rather small and only contains a training set ini-
tially. We chose the French data instead of others

1The value may vary by a small margin due to the pre-
processing methods.
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Figure 3: An example of the GPT-4 summary

because the French task is also a binary classifica-
tion one, and the fact that the two languages share
a majority of vocabulary could ease the translation
process. For the Chinese task, we converted the
text from traditional Chinese to simplified Chinese.
In this case, we utilized GPT-3.5 (i.e., ChatGPT)
for translation and GPT-4 (OpenAI, 2023) for sum-
marization (refer to Figure 3 for an example). In
terms of PLM, we used roberta-large (Liu et al.,
2019) for English, and both bert-base-chinese (De-
vlin et al., 2018) and chinese-roberta-wwm-ext (Cui
et al., 2019) for Chinese. The input sequence length
is set to 512 tokens. We applied over-sampling and
under-sampling strategies during training to alle-
viate the data imbalanced problem. For better out-
comes, we adopted an ensemble learning strategy
in the final submission. Specifically, we aggregated
the results of several models (three for each sub-
mission and six in total, to be precise) based on
hard voting.

The method was justified with ablation exper-
iments that will be presented in the following
section. We explored the contributions of dif-
ferent components or pre-processing techniques,
especially on the Chinese task. To be specific,
we started with a regular truncation, which is in-
evitable considering that the Chinese data consists
of long sequences, then an irregular truncation that
involves assembling sentences roughly extracted
from the beginning, middle, and end of the text
(referred to as a sandwich text hereinafter), and a
key sentence selection that is implemented with the

TextRank algorithm (Mihalcea and Tarau, 2004).
Besides the headlines mentioned earlier, we tried
to concatenate important words extracted with the
TF-IDF metric in the input (Rajaraman and Ullman,
2011), in an attempt to incorporate more informa-
tion at a lexical level. Additionally, to further attend
to the imbalance issue, we also involved the focal
loss function (Lin et al., 2017) in our experiments.
In short, the focal loss works by decreasing the loss
contribution of easy cases and forcing the model
to focus on the hard cases. That gives it the po-
tential to address the imbalance issue. Previous
studies (e.g. Liu et al., 2021; Nan et al., 2021) also
confirmed its positive influence on NLP tasks.

4 Results and Discussion

Task Model Micro F1 Macro F1 Weighted F1

En.

AnakItik’s 2 0.9817 0.9548 0.9810
BrothFink’s 0.9771 0.9445 0.9765
NeverCareU’s 0.9633 0.9227 0.9648

Ours
0.9633 0.9127 0.9627
0.9633 0.9096 0.9620
0.9633 0.9096 0.9620

Ch.

LIPI’s 0.6859 0.5279 0.6773
LIPI’s 0.7564 0.4585 0.7321
LIPI’s 0.6731 0.2897 0.6508

Ours
0.8654 0.7325 0.8686
0.8846 0.7245 0.8856
0.8782 0.6770 0.8745

Table 2: Evaluation scores of submitted results on both
tracks.

Method Micro F1 Macro F1 Weighted F1
bbc + CE 0.8333 0.7237 0.8379

wwm + CE 0.8718 0.7027 0.8617
wwm + CE 0.8526 0.6949 0.8522
bbc + CE 0.8141 0.6780 0.8185

wwm + CE 0.9038 0.6618 0.8970
wwm + FL 0.8590 0.6142 0.8508

Table 3: Performance of our submitted results without
ensemble learning on the Chinese track. For reference,
bbc = bert-base-chinese, wwm = chinese-roberta-wwm-
ext, CE = Cross-Entropy loss, FL = Focal loss.

Table 2 presents the F1 scores of the top mod-
els on the leaderboard and of our three outputs.
Note that we aggregated the predictions of three
models via hard voting for submission. Evidently,

2The name of the team, the same below.
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Method Micro F1 Macro F1 Weighted F1
bbc, CE 0.8787 0.7393 0.8759

bbc, FL 0.8929 0.7398 0.8919

wwm, CE 0.8786 0.7383 0.8792

wwm, FL 0.9071 0.7519 0.9041

Table 4: Performance of models with cross-entropy and
focal loss. For comparison, we used the same setup for
both experiments. Best F1 scores are reported within 5
epochs.

Features Micro F1 Macro F1 Weighted F1

content, tra 0.8214 0.6223 0.8329

headline + content, tra 0.8429 0.6385 0.8501

headline + content,
sim

0.8643 0.7129 0.8633

headline + sand-
wiched content, sim

0.8571 0.6115 0.8496

headline + key content,
sim

0.9000 0.7485 0.8970

headline + summary,
sim (the proposed
method)

0.9143 0.7624 0.9093

headline + summary +
tf-idf words, sim

0.9071 0.7591 0.9024

Table 5: Performance of models with different features
on the Chinese dev set. For reference, tra = traditional
Chinese, sim = simplified Chinese. For demonstration,
we used the same PLM — chinese-roberta-wwm-ext
and reported the best F1 score within 5 epochs.

the scores on the English set including ours have
achieved a high level in general, which can be ex-
pected considering that the English task is relatively
simple. The tally on the Chinese task, on the other
hand, shows that our models outperform the others
by a notable margin. The models without ensemble
learning (see Table 3 for their F1 scores) also ap-
pear to be competitive. Although the model with a
focal loss, which is expected to yield improvement,
ends up with the lowest scores in submission, the
contribution of the function has been confirmed
with experiments as shown in Table 4.

Regarding the Chinese task, we also investigated
other possibilities and reported their evaluation re-
sults on the dev set in Table 5, which justified our
method. The experiments with the original head-
line and the news content in traditional Chinese set
the baselines. Additionally, we managed to incor-
porate other information in an attempt to further
advance the performance. The results reveal that
the sentences extracted via TextRank (Mihalcea
and Tarau, 2004) and words extracted via TF-IDF

(Rajaraman and Ullman, 2011) have positive influ-
ences. The method with the summarized content
genuinely boosts the performance. Nevertheless,
the takeaway from these experiments could be that
the key information, in this case including the head-
lines (which in some sense foretell or summarize
the article), the keywords, or the summary (which
explains all the information in an effective and pre-
cise way) plays a crucial role in the ESG impact
identification task.

5 Conclusion

To recap, we employed a simple architecture for
the ML-ESG-2 shared task on ESG impact type
identification and ended up with a fair result. Par-
ticularly, we employed a summarising technique
to address the document classification problems as
in the Chinese track with the widely popular AI
bot — GPT-4 (OpenAI, 2023) as a text summa-
rizer. Note that the summarization-based approach
is a consequence of multiple experiments. Before
settling down on summarization, we investigated
the influences of other components including news
headlines, key sentences, and words. The results re-
veal that the key formation as such is useful for text
classification. Our method turns out to be effective
in that GPT-4 captures the essential meaning of the
texts.

However, we failed to compare the summariza-
tion performance of GPT-4 and other possible meth-
ods, nor did we examine other approaches to key-
words or key sentence extraction besides TextRank
(Mihalcea and Tarau, 2004) and TF-IDF (Rajara-
man and Ullman, 2011). The evaluation results
show that there is still room for improvement in
the Chinese task. A further and deeper investiga-
tion could produce some more sparkles and lead to
more interesting findings.
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