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Abstract

With the success of neural language models
(LMs), their language acquisition has gained
much attention. This work sheds light on the
second language (L2) acquisition of LMs,
while previous work has typically explored
their first language (L1) acquisition. Specif-
ically, we trained bilingual LMs with a sce-
nario similar to human L2 acquisition and ana-
lyzed their cross-lingual transfer from linguis-
tic perspectives. Our exploratory experiments
demonstrated that the L1 pretraining acceler-
ated their linguistic generalization in L2, and
language transfer configurations (e.g., the L1
choice, and presence of parallel texts) substan-
tially affected their generalizations. These clar-
ify their (non-)human-like L2 acquisition in
particular aspects. !

1 Introduction

Cross-lingual transferability of language models
(LMs) has attracted much attention. For example,
large English LMs show some translation perfor-
mance even when using a small amount of non-
English languages as training data (Brown et al.,
2020; Shi et al., 2023), which indicates the efficient
language transfer from English to others. Such
cross-lingual transferability has been evaluated by
holistic measures, such as perplexity and accuracy
on downstream tasks (Papadimitriou and Jurafsky,
2020; Deshpande et al., 2022; Blevins et al., 2022).
On the other hand, there is much room for inves-
tigating them from linguistic perspectives; e.g.,
grammatical knowledge acquisition and language
transfer tendencies among languages.

In this study, we investigate the cross-lingual
transferability of LMs from a perspective of sec-
ond language (L.2) acquisition. Our main research
question is how first language (L1) acquisition of
LMs affects the efficiency of grammar acquisition

'Our codes are available at € https://github.com/
mlieynua/sla-of-nlm
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Figure 1: Experimental Procedure. First, we pretrain
the monolingual masked language model on the first lan-
guage (first language acquisition; L1 acquisition). Then,
the model is additionally trained under the bilingual
setting (second language acquisition; L2 acquisition).
Finally, we analyze the effect of L1 on L2 via a gram-
matical judgment test in L2.

in L2. To answer this question, we design an ex-
perimental procedure (Section 2): (i) pretraining
LMs in a certain language (assumed to be the L1
speakers), (ii) further training them in English as
an L2, and (iii) evaluating and analyzing their lin-
guistic generalization in L2. As L1s, we chose four
languages with different levels of difficulty in trans-
ferring to English, i.e., French, German, Russian,
and Japanese. The size of training data is restricted
to match the human-like L2 acquisition scenario,
which enables better comparison with human L.2
acquisition tendencies and, hopefully, provides in-
sights into L2 acquisition from a computational
linguistic perspective.

We begin with exploring the inductive biases of
several L2 training methods (Section 3). Specif-
ically, we compared some variations of L2 data
settings, such as training on only the L2 texts or
on L1-L2 translation pairs. We observed that, for
example, feeding L1-L.2 translation pairs into LMs
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slowed down their L2 grammar acquisition, com-
pared to only feeding L2 monolingual texts every
two epochs.

In our main experiments, we conducted ex-
ploratory analyses of the effects of L1 training on
L2 grammar acquisition (Section 4). We gained
three main insights. First, L1 knowledge pro-
motes better linguistic generalization in L2 (Sec-
tion 4.1). Second, different L1s incur differ-
ent generalizations in L2 (Section 4.2). More
specifically, Japanese and Russian are far behind
French and German, which is consistent with the
human-defined difficulty levels of language trans-
fer (Chiswick and Miller, 2004). Third, L1 pre-
training gives different effects on different types of
grammar items (Section 4.3). In particular, mor-
phological and syntactic items get larger gains than
semantic and syntax&semantic items.

In more detail, we analyzed the process of L2
acquisition (Section 5). We investigated how L2
knowledge acquisition progresses (Section 5.1)
and found that L2 knowledge acquisition does not
progress so much until seeing the whole dataset
many times (e.g., 50-100 times), implying their
data inefficiency. Furthermore, we also observed
the L1 knowledge degrade during L2 acquisition;
this motivates us to balance the source—target lin-
guistic knowledge during language transfer.

2 Second language acquisition of LMs

Overview: We are interested in how L1 knowl-
edge affects the linguistic generalization of LMs
in L2. Figure 1 shows an overview of the exper-
imental procedure. First, in our L1 acquisition
simulation, we train LMs on a monolingual cor-
pus of a specific language. Second, in our L2
acquisition simulation, we additionally train the
pretrained LMs with a corpus including L2 texts
(English). Finally, we evaluate the grammatical
judgment ability of the LMs in the L2 (English)
using BLIMP (Warstadt et al., 2020).

2.1 Language exposure

First and second languages: We used French,
German, Russian, and Japanese as L1 and em-
ployed English as L2 (Table 1). We expect that
the transfer to English becomes more difficult in or-
der of French, German, Russian, and Japanese from
multiple perspectives: linguistic distance (Grimes
and Grimes, 2002; Chiswick and Miller, 2004) and

Lang. Family Order Script Rank
French IE SVO  Alphabet 1
German IE SOV Alphabet 2
Russian IE SVO  Ciyrillic 3
Japanese N-IE SOV  Kana/Kanji 4
English IE SVO  Alphabet -

Table 1: Characteristics of the four languages used in
our experiment. English is employed as L2, and the oth-
ers are L1s. “Rank” indicates the transfer difficulty from
the corresponding language to English, based on the lin-
guistic distance and FSI rank; a higher value indicates
a greater gap to English from the language acquisition
perspective. “Family” indicates if Indo-European (IE)
or not (N-IE). “Order” indicates canonical word order
in the corresponding language.

learning difficulty level®.

L1 acquisition: We first train LMs in particular
L1 language using a monolingual corpus of approx-
imately 100M words sampled from CC-100 (Con-
neau et al., 2020; Wenzek, 2020). The corpus size
is roughly similar to the number of words exposed
to humans during language acquisition. We trained
the models with 100 epochs.?

L2 acquisition: We then further train the L1
LMs under bilingual input (Section 3). We trained
the models with 100 epochs, but the intermedi-
ate checkpoints will also be analyzed to track the
process of L2 acquisition in Section 5. We used
Tatoeba (Tiedemann, 2012)* as parallel corpora
in L2 acquisition. Tatoeba is a multilingual paral-
lel corpus consisting of example sentences origi-
nally collected for human foreign language learners.
From the L2 acquisition perspective, this amount
would be large enough for human learners to learn
the top 95% English words in frequency (Nation,
2014).

Note that there would be several scenarios of
human L2 learning/acquisition, such as through

Zhttps://www.state.gov/
foreign-language-training/ Note that these diffi-
culty levels only indicate the difficulty of transferring from
English to a specific language. In our study, we tentatively
assume the symmetry of the source and target language in
terms of learning difficulty.

3This number of epochs might be cognitively-implausible
since humans would not face the same example 100 times,
but it is also argued that the memory of language experience
continues to affect the learning multiple times (Bybee, 2013).

4https: //opus.nlpl.eu/Tatoeba.php
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language classes or natural communications. Fol-
lowing Krashen et al. (1979), we refer to L2 acqui-
sition as the latter scenario of acquiring L2 through
natural language exposure, e.g., raw texts.

2.2 Learners

We largely followed the settings of the cross-lingual
language model (XLM) (Conneau and Lample,
2019), which is typically used in cross-lingual lan-
guage modeling in the field of natural language
processing (NLP). In short, this is a Transformer-
based bidirectional LM, but the input consists of
bilingual text pairs. The tokens in the bilingual text
were randomly masked, and the model predicts the
masked tokens on both L1 and L2 sides. During
the L1 training, the L1 side is the only input.

The bilingual XLLM is trained from scratch (L1
training and L1-L.2 training), rather than using the
off-the-shelf pre-trained XLM that is trained across
dozens of languages (Conneau and Lample, 2019;
Conneau et al., 2020). From a cognitive perspec-
tive, such a super-multilingual setting is unrealistic
since humans hardly face dozens of languages in a
multilingual acquisition scenario. Rather, we hope
that such a bilingual transfer will gain much at-
tention from the adjacent areas, such as pedagogy
and cognitive science of exploring human second
language acquisition/learning.

Technically, we randomly initialized the param-
eters of the XLM (18M), constructed a bilingual
tokenizer using byte pair encoding on the bilingual
texts, and trained the model separately for each
L1-L2 combination. For each L1-L2 setting, we
trained four models with different seeds; the re-
sults reported in Sections 4 and 5 are the average of
scores from four models. See Table 5 in Appendix
for the hyperparameters and detailed settings.

2.3 Evaluation

Dataset: We used BLiMP (Warstadt et al., 2020),
a benchmark of English grammatical judgment test
to evaluate the models’ L2 linguistic generaliza-
tion. The dataset consists of 12 test suites; each
corresponds to a specific linguistic phenomenon
and falls into one of four coarse linguistic cate-
gories: morphology, syntax, semantics, and syn-
tax&semantics. Each test suite has 1,000 minimal
sentence pairs. Each pair consists of grammatically
acceptable and unacceptable ones as follows:

(1) a. Many teenagers were helping themselves.

b. * Many teenagers were helping herself.

(i) TLM-nopara

arle 5
B an’ |ca

¥ x ¥ ¥ ¥ N ¥
</s> Elle |[MASK]| francais  </s> <Is> |

(i) TLM-para

-
parle She —
X ) cal =
T T ¥ ¥ ¥ T ¥ ¥ ¥ ¥
<Is> Elle |[MASK]| francais  </s> <Is> speaks French  </s>
iii) TLM-dr
(ii) drop -
parle She Ca :

5 5 5 5
[
<s>  Elle [MASK] ..

1
3

Iy Iy Iy

o
<ls> | hungry = <is>

Figure 2: Training settings investigated in Section 3: (i)
L1-L2 text pairs without translation relationship (TLM-
nopara), (ii) translation pairs (TLM-para), and (iii) a
mixed setting where parallel L1 text is removed every
other epoch (TLM-drop).

Grammatical judgement: To select one sen-
tence in each pair, we adopted pseudo-perplexity,
commonly used in exploring the linguistic behav-
iors of LMs (Lau et al., 2020). Specifically, if the
model can assign a lower pseudo-perplexity to the
grammatical sentence than to the paired ungram-
matical one, we regard it as correct. Following
Salazar et al. (2020), psuedo-perplexity (PPPL) of
sentence s = [wy, wa, - -+ , wy,]| is computed using
the bidirectional LM 6:

1

PPPL(s) = [ [ po(wils\u,)™ . (1)
t=1

where w; denotes the ¢-th token in sentence, and
S\, denotes all the tokens in the sentence except
for wy; (w1, ,wy—1,Wey1, - -, wy]. The prob-
ability of w; given its bidirectional context s\,
is calculated by the model . Based on the se-
lected sentences, we calculated an accuracy score
on each test suit of BIliMP. We also report the
macro-average of accuracies among all the test
suits. Note that all the accuracy scores reported
in the tables/figures in this paper are multiplied by
100 for readability.
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3 Preliminary experiment: 1.2 exposure
configurations

First, we investigate the inductive bias of L2 train-
ing settings. While existing studies use parallel
data as an input for cross-lingual training (Conneau
and Lample, 2019), we investigate the bias in this
setting from L2 grammar acquisition perspectives.

Settings: We set up the three training settings
with different input data: (i) L1-L2 text pairs with-
out the translation relationship (TLM-nopara), (ii)
L1-L2 translation pairs (TLM-para), and (iii) a
mixed setting where L2 text concatenated with L1
parallel text is used as input or only L2 text is used
as input (TLM-drop)>. An overview of the exper-
imental settings is shown in Figure 2 (see details
in Appendix A). Note that the original XLLM (Con-
neau and Lample, 2019) adopts a setting similar to
the TLM-drop. In this experiment, we report the
macro-average BLIMP accuracies across the test
suites. Table 2 shows the results (see Table 7 for
the results in fine-grained test suits).

Translation pairs does not facilitate L2 acqui-
sition: One notable point in Table 2 is that the
results in the TLM-nopara setting were better than
those in the TLM-para setting.® This suggests that
parallel data input does not facilitate L2 acquisi-
tion. Perhaps, the TLM-para task was too easy for
LMs to learn syntactic knowledge; the TLM-para
task could partially be solved solely by relying on
lexical knowledge, i.e., capturing the lexical cor-
respondences between the tokens in L1 and L2
sentences and predicting the word found only in
one of them. In this sense, the TLM-nopara setting,
by contrast, might impose a more difficult prob-
lem on LMs and promote their effective learning
of linguistic knowledge.

Switching between using L2 text with and with-
out its parallel L1 text during training facilitates
L2 acquisition: Another notable point is that the
TLM-drop was the most effective for acquiring lin-
guistic knowledge in L2 for LMs.® Since we switch
between using L1 text as input or not every epoch,
there is a possibility that monolingual and bilingual
training have a complementary positive effect. In

>In other words, the bilingual and monolingual settings are
switched alternately for each epoch.

SStatistical differences between the settings are tested
across seeds x languages with Mann-Whitney U tests (p=4.6e-
2 for TLM-para and TLM-nopara, p=1.0e-2 for TLM-nopara
and TLM-drop)

Model
(TLM)

Settings First language

para. drop Fr De Ru Ja
52.0 57.6 51.2 52.5

nopara
para v 51.1 53.6 48.9 51.3
drop v v 58.061.1 52.8 56.2

Table 2: Performance of bilingual LMs on BLiMP in
different training settings. The para. column indicates
whether parallel corpus was used. The drop column
indicates whether the L2-side input is removed every
other epoch.

addition, this might mitigate the training-inference
mismatch in evaluating LMs’ linguistic knowledge
using BLiMP. Here, a single sentence is used as
input, which is compatible with the phase of using
only L2 text during the TLM-drop training. In sub-
sequent experiments, we will use the TLM-drop
setting as it was the most effective training setting
for L2 grammar acquisition.

4 Experiments: L1—L2 effects on
linguistic generalization

We investigate how pretraining with L1 affects L2
grammar acquisition in LMs. We exploratorily
compare the linguistic generalization of LM trained
in the settings with or without L1 pretraining. Ta-
ble 3 shows the grammaticality judgment ability
after additional training. The OVERALL column
indicates the macro-average accuracy score across
the grammar items. The A rows show the differ-
ence in BLiMP accuracy between models with and
without pretraining. Here, the models without pre-
training were trained only with bilingual corpus
without L1 monolingual corpus pretraining.

4.1 L1s promote L2 generalization

Table 3 shows the effect of pretraining with L1 on
L2 grammar acquisition. Most of the A values
are positive; i.e., the models pretrained with L1s
achieved better results than those without pretrain-
ing. This demonstrates that pretraining in a par-
ticular language generally improves English gram-
matical ability.” This positive effect is in light
of the assumptions that different languages share
some grammatical universals, and learners could
use such a common property in language trans-

"The standard deviation over the different seeds is an aver-
age of 1.2 (0-100 scale) for the scores in Table 3, which means
that the seed randomness does not overturn the conclusion.
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Morphology Syntax Semantics ~ Syntax & Sem.
> .
OYS Q&% & Y/'\%
~ 8 & &
Lang. LI ) < Q R @)
I 52.2 405 56.5 51.8  58.6
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Table 3: English (L2) grammatical knowledge of bilingual LMs with different L.1s. OVERALL indicates the
macro-average accuracy over all linguistic phenomena. The rows with v'in the L1 column exhibit the accuracy of
bilingual LMs on BLiMP. The rows with A in the L1 column exhibit the performance difference between the LMs
with and without L1 pretraining. The coarse categories (e.g., Morphology) are from the metadata of BLiMP.

L1 Morph.  Syntax ~ Semantics ~ Syn.&Sem.
Fr 7.3 7.0 1.2 1.7
De 5.0 7.2 7.2 —-0.4
Ru 0.8 1.9 -1.7 0.1
Ja 0.9 3.0 —0.3 1.5
Avg. 3.5 4.8 1.6 0.7

Table 4: Performance difference between the LMs with
and without L1 pretraining for each coarse category of
grammatical items (morphology, syntax, semantics, and
syntax&semantics).

fer (Cook, 1985). Ri and Tsuruoka (2022) also re-
ported that pretraining in a natural language other
than English improves the overall syntactic parsing
performance in English. Our results are consistent
with such positive effects. Besides, our experiment
provides the results of each of more fine-grained
grammatical items related to morphological, syn-
tactic, and semantic phenomena.

4.2 Differences in L1s

The A values in the OVERALL column in Table 3
differ across the L1s. French is the highest, fol-
lowed closely by German, and Japanese and Rus-
sian are far behind these two languages; pretrain-
ing in French and German is much more effec-
tive than in Japanese and Russian. This ordering
shows parallels with the presumed language learn-
ing difficulty order: French, German, Russian, and

Japanese. This suggests that the difficulty of acquir-
ing an L2 grammatical ability is somewhat close
between LMs and humans.

4.3 Differences in grammar items

The A scores in Table 3 exhibit that different gram-
matical items obtain different degrees of gains. Ta-
ble 4 shows the average A scores for each course
grammar category. There was a general tendency
for morphological and syntactic items to get larger
gains from the L1 pretraining than semantic and
syntax&semantic items except for particular set-
tings, e.g., IRREGULAR. It has been shown that
linguistic phenomena related to semantics such as
NPI (negative polarity item) and QUANTIFIERS
were relatively difficult for LMs to learn (Warstadt
et al., 2020). Based on this, there is a concern that
LMs failed to learn enough such linguistic knowl-
edge in L1 to transfer it to another language.

4.4 Differences in L1xgrammar-item

Notably, in specific combinations of L1s and gram-
mar items, the L1 pretraining hurt the L2 gener-
alization, i.e., negative transfer problem. For ex-
ample, the performance in the IRREGULAR item
was not so much enhanced or even degraded by
L1 pretraining. The IRREGULAR (Irregular forms)
item targets English-specific irregular verb conjuga-
tions; its less effect by L1 pretraining is due to the
concern that the irregular patterns generally could
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Figure 3: Grammar learning trajectories in each test suite on BLiMP (the L2 side). The x-axis denotes the epoch
during L2 acquisition, and the y-axis denotes the accuracy in the corresponding test suite.

not be predictable by other language’s knowledge.

We also found that the same grammatical item
was affected differently depending on the L1. For
example, the A values on the FILLER-GAP item
in Table 3 differ across the L1s, e.g., 4.8 in Ger-
man and 1.1 in Japanese. At least in this FILLER-
GAP aspect, there is an interesting parallel between
our results and linguistic notions; Japanese is the
only language where gap precedes filler in wh-
construction among the L1s we used, and the trans-
fer from Japanese to English was indeed limited
(A = 1.1) compared to other L.1s. There might be
a possibility that such linguistic (dis)similarities are
reflected in the results. Nevertheless, concluding
the exact consistency between our L1 x grammar-
item results (Table 3) and the L1-L2 grammati-
cal similarity requires further interdisciplinary re-
search.

5 Analysis: acquisition process

This section sheds light on the process of L2 ac-
quisition. We investigate how L2 knowledge ac-
quisition progresses (Section 5.1) and how origi-
nal L1 knowledge changes during L2 acquisition
(Section 5.2). As for the L1 knowledge during L2
acquisition, there is a concern, for example, that
LMs exhibit catastrophic forgetting about their L1.

5.1 L1—L2 effects

Settings: We evaluate the L2 linguistic knowl-
edge of intermediate checkpoints of LMs (Fig-
ure 3). Specifically, we evaluate LMs after {1,
2,3,4,5, 10, 20, 30, 40, 50, 100} training epochs.
Note that we analyzed the same models used in
Section 4; the results after 100 epochs are the same
ones reported in Section 4.

General improvement after dozens of epochs:
The trajectory of the OVERALL scores in Figure 3
suggest that linguistic ability generally improves
along with the number of epochs. There was a
tendency for large improvements to emerge after
dozens of epochs; in other words, the models be-
gan to acquire L2 knowledge after seeing the same
examples many times, e.g., 50-100 times. Note that
humans are argued to acquire a vocabulary after en-
countering the same word about 12 times (Nation,
2014), and of course, the lexical and syntactic ac-
quisition is not comparable, but the observation that
the L2 knowledge improves after 50-100 rounds
of the corpus may be in the direction that LMs are
inefficient at acquiring a new language.

Differences in grammar items: Focusing on
the general trajectory shapes for each grammati-
cal item, we observed at least four patterns: (i)
spike-at-the-end (D-N AGR., IRREGULAR, S-V

13562



—®— Vp coordination (long) Within object rel. clause

Across object rel. clause Across prepositional phrase

Simple agreement —@— Vp coordination (short)

Across subject rel. clause

French German Russian
1.0 1.0 T~ 1.0
» N\ o—
. / \o\._.\ / o/,\ by .
0.8 LN Y 0.8 9-¢ *—o—9-O¢\ 08— #—*—e—2
> N o * O 2 3
2% /¥ N SEY ==
TLM-drop 5,.|"> = . ] N
P g 06 061 06 ]
@ o—¢ ¥
04 o0a 04l
100 107 102 Too o Tor 100 10! 102
epoch
1.0 S——— 1.0 10
e —, e
' —e__se=—" o -
081 oleg—4—-8S4—o 08 08559
i +=%85— g
L1 -onIy M ==
0.6 0.6 SN 0.61
L S L s
0.4 041e 0.44
100 10 102 100 101 102 100 10 102

Figure 4: Grammar learning trajectories in each test suite on CLAM (the L1 side). The x-axis denotes the epoch
during L2 acquisition, and the y-axis denotes the accuracy in the corresponding test suite. The upper parts show the
scores of the bilingual LMs (L1 pretraining and bilingual training). The lower parts show the scores of the L1-only
LMs (L1 pretraining and further training on L1 texts collected from the parallel corpus).

AGR.), (ii) flat (ARG.STR., CTRL.RAIS., ISLAND),
(iii) bumpy (ANA.AGR., ELLIPSIS, NPI, QUANTI-
FIERS), and (iv) mixed (FILLER-GAP, BINDING).
In addition, these groups roughly mirror the linguis-
tic categories of the grammar items (morphology,
syntax, semantics, and syntax&semantics); for ex-
ample, all the items in the spike-at-the-end group
are morphological phenomena, while all the se-
mantic categories (NPI, QUANTIFIERS) yielded
the bumpy patterns. Note that existing studies
reported that low-level (e.g., morphological) lin-
guistic skills could be acquired earlier and vice
versa (Liu et al., 2021; Blevins et al., 2022); but
at least in our cognitively-inspired bilingual train-
ing scenario, we did not observe such an explicit
tendency.

Inter-L1s differences: In terms of the change of
inter-L1s differences of accuracies in each gram-
mar item, there are several different patterns: (i)
converging (IRREGULAR, ISLAND), (ii) diverging
(ARG.STR., BINDING, D-N AGR., S-V AGR.), and
(iii) none of them. Considering IRREGULAR as
an example of the converging group, the accura-
cies were substantially different across the L1s in
the initial stage of training; these differences, how-
ever, gradually reduced along with epochs. On the
other hand, considering S-V AGR. as an example
of the diverging group, the accuracies gradually
differed in the latter stage of training among the
LMs. In the third group, the inter-L1s accuracy
differences remain the same or unstable during

L2 tranining (ANA.AGR., CTRL.RAIS., ELLIPSIS,
FILLER-GAP, NPI, QUANTIFIERS). At least the
former two groups imply that pretraining with dif-
ferent L1s differently affects the efficiency of L2
acquisition (e.g., different slopes for different L.15s).

To sum up, we clarified that different L1s and
grammar items exhibit different learning dynamics
of LMs. The cognitive plausibility of these patterns
could be the next important investigation.

5.2 L2—L1 effects

In contrast to the previous analysis, which analyzed
the impact in the L1—L2 direction, we further an-
alyze the L2—L1 impact. In applied linguistics,
L1-L2 impact in both directions is of interest; for
example, it is reported that the L1 ability is some-
times hurt by the increase of L2 exposure (Kecskes,
2008; Haman et al., 2017).

Settings: In the same way as Section 5.1, we eval-
uate the grammatical knowledge of LMs during L2
training, but the focus is on the L1 knowledge.
We used a multilingual benchmark of grammatical
judgment test CLAMS (Mueller et al., 2020). This
dataset consists of seven syntactic test suites for
several languages. Similarly to BLiMP, the dataset
consists of pairs of sentences, where one is gram-
matical, and the other is ungrammatical. We report
the accuracy scores in terms of whether the LMs
could assign lower pseudo-perplexity to the gram-
matically correct sentence. We analyze French-L1,
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German-L1, and Russian-L1 LMs since this dataset
covers these three L1s.

As a baseline, we also evaluate the L1-only LMs
that are first pretrained in L1, then additionally
trained with the L1-side texts collected from the
corresponding parallel corpus; that is, the only dif-
ference between bilingual LMs and L1-only base-
lines was the presence of L2 texts during the L2
acquisition phase.

L2 effects once occur, but diminish: Figure 4
shows the results (see Table 8 for the exact scores).
We found that the L1 knowledge is greatly influ-
enced by the L2, especially at the initial stage of L2
training. For example, the French-L1 and German-
L1 LMs gained positive effects, and the Russian-
L1 LM got a negative influence (the top row of
Figure 4). In addition, in the latter stage, the L2
effects on the L1 knowledge gradually fade, in ei-
ther a good or bad sense, and the L1 linguistic
knowledge is converging to the original level. For
example, French-L1 and German-L1 LMs exhib-
ited better performance after bilingual language
modeling once, e.g., at the 10 epochs, but the gain
decreased after further bilingual training.

L2 negatively affects L1 knowledge: In Fig-
ure 4), the L1 knowledge in bilingual LMs was
competitive or even inferior to that in L1-only LMs
in the end, although there were also exceptional
cases in specific grammar items in German. For
example, in the French-L.1 LMs, the L1 syntactic
generalization performance after L2 training con-
verged below 0.7 points, while the L.1-only baseline
model generally achieved above 0.7 points. Con-
trasting the L1 results with L2 ones (Section 5.1),
there is an asymmetry effect between L1 and L2.
From a perspective of developing linguistically bet-
ter multi-lingual LMs, these suggest that balancing
the linguistic knowledge of the languages, espe-
cially enhancing the L1 knowledge, during lan-
guage transfer is challenging even if the model
is exposed to L1 during bilingual training. Ad-
dressing these challenges with, for example, some
regularization will be a promising direction from
an engineering perspective.

6 Related work

Cognitively-motivated analysis of neural LMs:
Investigations into the ability of neural models in
language acquisition began in the 1980s with the
interest of whether language can be acquired with-

out innate knowledge (Rumelhart and McClelland,
1986; Pinker and Prince, 1988). The initial inves-
tigation was made with simple neural networks;
after the development of Neural NLP (Manning,
2015), the classical questions posed by cognitive
science are currently revisited (Kirov and Cotterell,
2018). A typical movement is a growing interest
in the probing of neural LMs’ linguistic knowl-
edge (Linzen et al., 2016; Warstadt and Bowman,
2020). In this context, our study analyzes L2 acqui-
sition in neural LMs, while existing studies have
typically focused on L1 acquisition.

Language transfer in computational models:
Language transfer of NLP models is actively re-
searched from both engineering and scientific per-
spectives. In the engineering context, to mitigate
the English-centric focus of NLP techniques, mod-
els that can handle more languages have been de-
veloped (Dong et al., 2015; Conneau and Lam-
ple, 2019; Conneau et al., 2020). From the sci-
entific perspective, the mechanism and linguistic
properties of LMs’ language transfer have been ex-
plored (Pérez-Mayos et al., 2021; Tyler et al., 2022;
Blevins et al., 2022), sometimes beyond the transfer
between natural languages (Ri and Tsuruoka, 2022;
Papadimitriou and Jurafsky, 2020). One of the mo-
tivations of such analyses is to quantify the transfer-
able universals behind (non-)languages. Notably,
simulation of L2 acquisition is also explored from
pedagogical motivations (Settles et al., 2018).

Language transfer in humans: L2 acqui-
sition/learning has long been studied in ap-
plied linguistics, psycholinguistics, and pedagogy
fields (Krashen, 1981; Hatch, 1983; Ellis, 2010).
These fields articulated several hypotheses/theories
on human language learning, e.g., input hypothe-
sis (Krashen, 1977). Analyzing the LMs’ L2 acqui-
sition in a more direct light with these hypotheses
would be interesting for future work.

7 Conclusions

We have investigated the L2 acquisition of LMs, es-
pecially focusing on their grammatical knowledge
in L1 and L2. Specifically, we have trained bilin-
gual LMs under a similar scenario to the human L2
acquisition and then analyzed their cross-lingual
transfer. Our experiments have demonstrated that
L1 pretraining promotes their linguistic generaliza-
tion in L2, and there are interesting variations in L1
pretraining effects with respect to the L1 choice,

13564



training settings, and grammar items. The results
have also implied that their L2 acquisition is not
human-like in particular aspects.

Limitations

Coverage of experiments

There is room for further exploration in terms of
model architectures, data, and evaluation settings
in our study. Experiments in more diverse settings
would enhance the generality of the conclusions.

Models: The architecture was fixed to XLM
(14M), although we tested four models with differ-
ent seeds in each setting. Specifically, testing uni-
directional LMs will be in a reasonable direction,
considering the humans’ incremental language pro-
cessing. Related to this, the measure of pseudo-
perplexity might also induce unintended biases
in our results, this is a common metric in NLP
though. In addition, there are different methods
to fine-tune the model to multiple languages, e.g.,
using adapters. Comparing these methods with our
scheme will be an interesting direction.

Data: There are possible variations of L1-1.2
combinations. Although we selected L1 from one
of the four languages (German, French, Russian,
Japanese) and fixed L2 as English, increasing the
coverage of languages will lead to more general-
ized conclusions. Furthermore, the performance
of LMs was generally not so good on the BLiMP
dataset. We suspect that this is due to the limited L2
training data size; it is also worth exploring scaling
up the experiments into typical NLP experiments.

Evaluation: While our focus is on morphology,
syntax, and semantic generalization, L2 acquisition
studies are conducted from broader perspectives,
such as the growth of vocabulary size. In addi-
tion, our observations are from the perspective of
the LMs; the contrast between LMs’ and humans’
L2 learning is more important from an interdisci-
plinary perspective.

Performance was overall poor

One reviewer is concerned that our results on the
BLiMP are generally near the chance level, and it
may be difficult to derive findings from such poor
results. We thank the reviewer and would like to
share our thoughts and limitations here.

First, comparisons to the chance rate are not al-
ways meaningful. In BLiMP, the task is typically to

select a correct generalization over an incorrect one.
Occasionally, neural models overly prefer incorrect
generalizations more than chance level. For in-
stance, in the linear vs. hierarchical generalization
contrast, neural models often favor linear, causing
accuracy to drop near 0, far below chance (McCoy
et al., 2018). In such cases, achieving accuracies
around 50 indicates more than random guessing,
as models avoid an excessive preference for incor-
rect generalizations, moving toward a more neutral
stance. Thus, we believe that it is also worthwhile
to observe how much performance improves from
below the chance level.

Furthermore, in BLiMP’s finer-grained test suits,
our models sometimes exhibit an accuracy of 0
or 100 (resulting in an overall score of around
50.0), highlighting that our models do not always
act as random guessing baselines. The full results
across more fine-grained test suits are shown in
Appendix 7.

Ethics Statement

There might be a possibility that the texts we used
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aligned with environmentally friendly, green NLP.
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dropout 0.1
attention_dropout 0.1
accumulate_gradients 4
emb_dim 256
ffn_embed_dim 1024
gelu_activation True
Optimizer adam_inverse_sqrt
Ir=0.00020

eps=0.000001

warmup_updates=30000

betal=0.9

beta2=0.999

weight_decay=0.01

epoch 100
n_heads 8
n_layers 12
clip_grad_norm 1.0
amp 2
fpl6 True

Table 5: Hyperparameters of the LMs

A Experimental Procedure

We list the hyperparameters in Table 5. The ver-
sions and licenses of used tools and datasets are
listed in Table 6.

L1 Acquisition: We used mosesdecoder (Koehn
et al., 2007) as French, German and Russian to-
kenizer, kytea®(Neubig et al., 2011; Neubig and
Mori, 2010) as Japanese tokenizer and segmented
words into subwords with fastBPE’(Sennrich et al.,
2016) The dataset was split into train/dev/test in
the ratio of 8:1:1. We set 14,000 vocabulary size
for any language. We trained our models with 4
parallel GPUs (VRAM 48G), which took 6 days
per model.

L2 Acquisition: We added English tokens from
the parallel corpus into BPE codes and vocabulary
used in L1 Acquisition and removed duplicated
tokens and vocabulary. As for models not using
a monolingual corpus, we created the codes and
vocabulary using a parallel corpus of both L.1 and
L2. We used mosesdecoder (Koehn et al., 2007) as
English tokenizer. As for other languages, we use
tokenizers the same as .1 Acquisition. The dataset
was split into train/dev/test in the ratio of 8:1:1. As

8h'ctp: //www.phontron.com/kytea/
9https ://github.com/glample/fastBPE

Name Version License
fastBPE 0.1.0 MIT License
kytea 0.4.7 Apache 2.0
mosesdecoder 0.4.0 LGPL 2.1
XLM 0.1.0 CCBY-NC4.0
BLiMP 0.1.0 CCBY-NC4.0
CC100 (CC-Net) 1.0.0 MIT License
CLAMS 0.1.0 Apache 2.0
Tatoeba v2022-03-03 CC-BY 2.0FR

Table 6: The versions and licenses of used tools and
datasets. These tools and datasets used in this study
were designed for the purposes of research and language
learning.

we increased the number of vocabularies in the em-
bedding layer, the weights/biases in the final layer
were also increased. Our four LMs were trained
with different 3 seeds and reported their averages
as results. Compared models in our preliminary
experiment (Sec. 3) are shown in Figure 2. We
trained our models with 2—4 GPUs (VRAM 48G),
which took around 5 hours per model.
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First Language

Coarse Specific Challenge

Fr De Ru Ja
anaphor_gender_agreement 61.5 23.7 52.7 57.7
ANA.AGR anaphor_number_agreement 50.1 62.5 53.1 65.4
determiner_noun_agreement_1 80.8 74.5 69.1 67.9
determiner_noun_agreement_2 70.1 76.5 62.6 79.8
determiner_noun_agreement_irregular_1 65.8 63.0 58.3 54.5
D-N AGR determiner_noun_agreement_irregular_2 64.9 72.3 56.5 78.3
determiner_noun_agreement_with_adj_1 77.9 69.2 59.9 61.1
determiner_noun_agreement_with_adj_2 62.8 66.9 56.1 65.7
Morphology determiner_noun_agreement_with_adj_irregular_1 72.7 64.1 54.0 50.5
determiner_noun_agreement_with_adj_irregular_2 61.1 63.0 51.9 68.4
irregular_past_participle_adjectives 75.1 61.6 95.3 79.1
IRREGULAR irregular_past_participle_verbs 70.9 77.0 50.0 62.0
distractor_agreement_relational_noun 50.9 65.5 39.8 42.6
distractor_agreement_relative_clause 48.6 51.7 46.1 454
S-V AGR irregular_plural_subject_verb_agreement_1 64.2 68.9 56.7 54.4
irregular_plural_subject_verb_agreement_2 65.5 74.5 63.6 58.9
regular_plural_subject_verb_agreement_1 65.9 72.2 60.7 59.5
regular_plural_subject_verb_agreement_2 67.3 69.2 62.5 57.2
animate_subject_passive 65.1 55.9 51.1 53.9
animate_subject_trans 44.7 44.1  31.7 373
causative 39.6 53.4 35.8 38.8
drop_argument 57.5 44.6 44.0 54.1
ARG.STR inchoative 51.6 43.5 37.7 45.2
intransitive 56.0 47.1 40.5 52.4
passive_1 61.4 62.6 60.9 67.7
passive_2 62.7 70.0 65.1 66.2
transitive 59.8 56.8 56.1 53.8
ellipsis_n_bar_1 52.1 50.2 46.4 46.0
ELLIPSIS ellipsis_n_bar_2 83.2 768 62.1 64.5
Syntax wh_questions_object_gap 34.7 87.2 36.6 31.4
wh_questions_subject_gap 66.8 89.2 64.9 61.8
wh_questions_subject_gap_long_distance 68.8 95.5 63.8 62.4
FILLER-GAP wh_vs_that_no_gap 68.4 97.1 60.5 63.2
wh_vs_that_no_gap_long_distance 61.3 97.8 56.1 53.5
wh_vs_that_with_gap 39.8 6.6 40.1 38.8
wh_vs_that_with_gap_long_distance 42.6 4.1 452 477
adjunct_island 49.0 52.5 50.0 56.8
complex_NP_island 47.7 43,0 43.9 53.9
coordinate_structure_constraint_complex_left_branch 33.7 40.2 41.1 39.0
ISLAND coordinate_structure_constraint_object_extraction 68.8 78.9 57.7 53.9
left_branch_island_echo_question 36.6 372 271 37.2
left_branch_island_simple_question 63.1 71.7  68.0 69.1
sentential_subject_island 50.5 50.1 52.3 55.4
wh_island 68.0 8.1 54.5 66.6
matrix_question_npi_licensor_present 46.2 46.0 14.3 30.9
npi_present_1 52.1 94.5 41.3 72.3
npi_present_2 56.4 94.8 39.5 T72.5
NPI only_npi_licensor_present 1.0 0.2 0.1 0.2
only_npi_scope 35.9 55.2 50.4 52.1
Semantics sentential_negation_npi_licensor_present 32.1 34.2 39.6 11.8
sentential_negation_npi_scope 59.6 57.6 44.6 47.1
existential_there_quantifiers_1 85.2 84.0 69.6 62.3
existential_there_quantifiers_2 7.5 61.2 4.2 2.8
QUANTIFIERS (o ative._quantifiers_1 452 92.0 60.6 55.4
superlative_quantifiers_2 87.9 84.9 90.3 82.0
principle_A_c_command 61.4 49.6 69.8 53.5
principle_A_case_1 52.0 99.8 11.4 99.9
principle_A_case_2 62.0 58.7 54.8 49.6
BINDING principle_A_domain_1 41.3 93.7 0.7 839
principle_A_domain_2 51.3 62.9 49.9 45.2
Syntax & Semantics principle_A_domain_3 52.1 49.4 48.5 48.7
principle_A_reconstruction 42.4 42.2 49.6 46.3
existential_there_object_raising 68.2 53.8 68.5 69.9
existential_there_subject_raising 55.1 53.3 69.7 51.1
CTRL. RAIS expletive_it_object_raising 70.2 54.7  67.9 69.1
tough_vs_raising_1 56.4 44.6 27.2 62.3
tough_vs_raising_2 43.2 54.8 73.8 36.8

Table 7: Results for each fine-grained test suit in BLIMP.
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k= =
g =
T g . A
g = g o
2 EI %T e gl E _
g e = g e S =
R O - -
Model L1 Epoch = S 7 & g 2
5 909 757 782 814 851 773 785
Fr 50 757 664 712 723 69.2 69.1 70.7
100 67.3 634 646 665 652 64.9 64.9
5 087 836 885 87.3 89.8 864 87.6
TLM-drop 1. 50 859 774 829 813 81.3 81.0 814
100 67.9 65.6 728 TL.O 734 706 TlA
5 821 77.6 750 694 59.0 735 69.6
Ru 50 741 77.0 T7AT 746 735 T4l 753
100 64.2 751 TAT TT.9 759 743 T6.6
5 923 793 720 75.6 763 77.3 80.1
Fr 50 972 823 749 77.6 783 7T7.3 80.0
100 945 80.1 724 771 773 76.7 80.9
5 547 60.1 611 71.6 713 740 721
Ll-only o 50 568 582 557 672 679 714 705
100 538 574 564 680 663 689 66.0
5 857 T7.9 875 856 869 849 855
Ru 50 90.8 832 88.6 87.7 831 89.3 918
100 921 723 818 82.9 822 82.7 864

Table 8: Results for each fine-grained test suit in CLAMS.
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