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Abstract

Distant supervision reduces the reliance on hu-
man annotation in the named entity recogni-
tion tasks. The class-level imbalanced distant
annotation is a realistic and unexplored prob-
lem, and the popular method of self-training
can not handle class-level imbalanced learning.
More importantly, self-training is dominated
by the high-performance class in selecting can-
didates, and deteriorates the low-performance
class with the bias of generated pseudo label.
To address the class-level imbalance perfor-
mance, we propose a class-rebalancing self-
training framework for improving the distantly-
supervised named entity recognition. In candi-
date selection, a class-wise flexible threshold is
designed to fully explore other classes besides
the high-performance class. In label genera-
tion, injecting the distant label, a hybrid pseudo
label is adopted to provide straight semantic
information for the low-performance class. Ex-
periments on five flat and two nested datasets
show that our model achieves state-of-the-art
results. We also conduct extensive research to
analyze the effectiveness of the flexible thresh-
old and the hybrid pseudo label.

1 Introduction

The named entity recognition (NER) task recog-
nizes the location and classification of the named
entity. To reduce the reliance on the human annota-
tion of the supervised NER, some works turn to dis-
tant supervision to generate large-scale labeled data
automatically (Li et al., 2021; Zhou et al., 2022;
Jie et al., 2019). Distant supervision is to match
the words in sentences with labeled concepts in
the collected knowledge bases (Liang et al., 2020).
The distantly-labeled data obtained from rule-based
matching is accompanied by noisy labels. Previous
works in distant supervision mainly focus on the
unlabeled entity (Liang et al., 2020; Li et al., 2021)
and mislabeled entity (Zhang et al., 2021c).
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Figure 1: The analysis among all entity classes on
the CoNLL0O3 DS-NER benchmark. Green bars rep-
resent the class-wise statistics of the distantly-labeled
training set. Red bars represent the class-level per-
formance in self-training. (1a) The distant annotation
shows different qualities among different classes. (1b)
In SCDL, the recall is larger than the precision only in
the high-performance class (Class PER, person). (1c)
In RoSTER, the low-performance class (Class MISC,
miscellaneous) shows performance degradation after
self-training.

The class-level imbalanced distant annotation
has been underestimated in the distantly supervised
named entity recognition (DS-NER), where the dis-
tant label of the entity class varies in quality, as
shown in Figure 1a. More specifically, the class-
wise quality of the distant label depends on the
coverage of class-related knowledge bases, and it
is hard for the knowledge bases to include all the
entities of the semantic-rich class comprehensively.
The entity class with the high-quality distant an-
notation induces the high-performance class, and
the low-quality distant annotation is related to the
low-performance class.

While self-training (Hinton et al., 2015) is an
effective method in the DS-NER task (Liang et al.,
2020; Zhang et al., 2021b; Meng et al., 2021; Zhang
et al., 2021c), they have not been thoroughly evalu-
ated on the class-level imbalanced learning. Self-
training uses the prediction of the model itself to
train again, and effectively uncovers the unlabeled
entity. The following works study the mislabeled
entity from two aspects: candidate selection and
label generation. For example, SCDL (Zhang et al.,
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2021c) selects consistent and high-confidence data
for model training; RoSTER (Meng et al., 2021)
generates pseudo labels with the prediction of the
contextualized augmented data. However, the ini-
tial model in self-training is trained on noisy data
and is biased toward the high-performance class,
then the subsequent training intensifies the bias and
deteriorates the low-performance class, as shown
in Figure 1.

In Figure 1b, the selected candidates are dom-
inated by the high-performance class, as the re-
call is larger than the precision only in the high-
performance class. This tendency selection can im-
prove the generalization of the high-performance
class, but impair the exploration of other low-
performance classes. Actually, a predefined con-
stant threshold struggles to handle the difference
in class-wise learning ability (Zhang et al., 2021a),
and limits the model to only focus on the high-
performance class. In Figure 1c, the generated
pseudo label fails to explore the low-performance
class during self-training, as the performance degra-
dation occurs in the low-performance class. When
the generated pseudo label from the biased model
misleads the semantic information of the low-
performance class, the iterative update with the
guide of pseudo label expands the negative impacts
in the low-performance class (Wei et al., 2021).

In this work, we propose a unified self-training
framework, called CLIM, to address the class-level
imbalance learning in the DS-NER task. For the
dominance from the high-performance class, we
calculate the current learning ability for each en-
tity class, and adjust the class-wise threshold to
improve the candidate selection. For the degrada-
tion in the low-performance class, we leverage the
semantic information in the distantly-labeled enti-
ties, and generate a hybrid pseudo label to improve
the label generation. The above two parts of can-
didate selection and label generation are mutually
beneficial. The generated hybrid pseudo label im-
proves the feature capture for the low-performance
class by injecting the distant label. And better fea-
ture representation improves the exploration of the
low-performance class, as more candidates from
the low-performance class are selected through the
class-wise threshold. The contributions are as fol-
lows:

(1) The novel class-rebalancing self-training pro-
posed in this work addresses the imbalance prob-
lem in the high-performance and low-performance

classes by improving the candidate selection and
label generation.

(2) Our method achieves state-of-the-art results
on five flat and two nested datasets, and the ex-
haustive experimental analysis demonstrates the
feasibility of addressing the class-level imbalance
learning.

(3) Our work with the span-based schema ex-
tends the DS-NER task to the nested case, where
two noisy nested datasets are additionally gener-
ated.

2 Related Work

DS-NER with Self-training. To address the
noise interference in the distantly labeled data, the
previous works make the strong assumption that
no mislabeled entity exists during the distant super-
vision, and mainly focus on the unlabeled entity
(Chen et al., 2021; Zhou et al., 2022; Peng et al.,
2019; Cao et al., 2019; Shang et al., 2018; Liang
et al., 2020). Among them, self-training shows
the effectiveness of uncovering unlabeled entities
(Liang et al., 2020; Zhang et al., 2021b). On this
basis, some works improve self-training to solve
the mislabeled entity, from the two aspects of the
candidate selection (Zhang et al., 2021c) and la-
bel generation (Meng et al., 2021). However, they
take no consideration into the class-level imbal-
anced performance. The model is biased toward
the high-performance class, and the subsequent
training intensifies this imbalanced tendency. More
importantly, this tendency significantly weakens
the exploration of the low-performance class. In
this way, our work advances self-training to tackle
the class-level imbalanced learning.

Self-Training with Data Augmentation. Self-
training (Hinton et al., 2015) consists of both can-
didate selection and label generation. Specifically,
self-training only selects candidate whose largest
class probability fall above a predefined threshold;
the generated pseudo label comes from the predic-
tion of the model itself. Referred to self-training
in the semi-supervised learning (Sohn et al., 2020;
Xie et al., 2020), the perturbed inputs with dif-
ferent augmentation is used to decouple the simi-
lar predictions on the same input. And also, this
data augmentation improve the model robustness
and achieves competitive performance (Gao et al.,
2021; Chen et al., 2021). Different from the pre-
vious works that focus on the classification task
with the external task-relevant unlabeled data, our

11055



work extends augmentation-driven self-training to
the named entity recognition task with only noisy
data.

3 Preliminary

Task Definition. Given an input sentence x =
[z1, 22, ..., x,] Oof n tokens, the NER task aims
to detect all the entities of different types. Let
s = {s1,s2,..., sk} be the set of possible spans
in . The task of span-based NER is, for each
span s; € s, to produce its label y; € £ U {e},
where ¢ is the non-entity span!, and £ is the set
of pre-defined entity classes. Denote the distantly-
supervised NER dataset as D = {(Zm, ym) }21_,.
And y,, is the set of distantly labeled spans, which
includes mislabeled entities.

Backbone. For the contextual span represen-
tation H (s;) = [Xgrarr(i) Xexn(); ¢ (si)],
XSTART(i) and XgNp(;) 1s the embedding of the
start and end token in span s;, ¢ (s;) is the span
width embedding with the random initialization.
And the output of classifier Gy is the probability
distribution over entity classes, which is formulated
as Fy(s;) = Gy(H (s;)) € R®. Among them, 6
represents the learnable parameters, and C' is the
number of entity classes. For simplicity, the proba-
bility distribution Fp (s;) is represented as p;.

Augmentation-Driven Self-Training. The gen-
eral self-training leverages the model itself to
obtain pseudo labels with the loss function:
L=% SN 1 (maxp; > 7) CE (;, p;) - Among
them, N = |s|, 7 is the upper bound threshold, CE
is the cross-entropy function. And p; is the gener-
ated one-hot pseudo label, representing the class
arg max p;.

With the driven of the data augmentation, the
random mask with two different probabilities is
used to augment the same input in the attention
matrix, which are represented as the strongly-
augmented data S (s;) and weakly-augmented data
W (s;). The strong augmentation function S is im-
plemented with high masking probability to predict
the probability distribution over classes, and the
weak augmentation WV is related to the low proba-
bility to derive the pseudo label. The loss function

'The span-based schema enumerates all candidate spans,
and classifies them into entity classes. Candidate spans that
do not belong to any predefined entity classes are called non-
entity spans.

in self-training thereby has the form:

N
1 .
L= 2; 1 (max pu; > 7) CE (Puis psi) » (1)
1=

where ps; = Fp (S (8:)), pwi = Fo (W (s;)). And
Pw; 18 the generated one-hot label, representing the
class arg max py;.

4 CLIM

We advance self-training to tackle the class-level
imbalance learning, with more detailed considera-
tion in the candidate selection and label generation.
The overview of our framework is illustrated in
Figure 2, and the training algorithm is shown in
Algorithm 1.

4.1 Flexible Threshold in Candidate Selection

To alleviate the dominance from the high-
performance class, we improve the candidate se-
lection in self-training, by adjusting the threshold
for each class. In previous work (Zhang et al.,
2021c¢), the constant threshold is biased towards the
high-performance class, where the high-confidence
class accounts for the majority of the selected can-
didates. And the low-performance classes can not
be sufficiently explored during self-training, as the
constant threshold masks out the samples of these
low-performance classes. Therefore, we calculate
the current learning ability for each entity class,
and adjust the class-wise threshold dynamically to
select the candidate. The basic idea agrees with
curriculum learning (Zhang et al., 2021a), where
candidates are gradually selected according to their
learning ability.

The learning ability o of an entity class c can be
reflected by the number of entities whose prediction
falls into the entity class N, = 1 (arg max p,,; =
c¢) and above the threshold N7 = 1(max p,,; >
T (¢)), which is formulated as:

oe=»_ Y Np-N. )
xeD s;€s
Then the class-wise flexible thresholds 7 (¢) is for-
mulated as

T(c) = M (B(ac)) - 7. 3)

First, to reduce the bias of parameter initial-
ization at the early stage, the warm-up process
B(oc) = oc/max{maxy oy, N —=> 00} is

designed, where ¢’ enumerates all entity classes
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Figure 2: Overview of the proposed framework. Span-level probability distributions are produced, including
the strongly-augmented (former) and weakly-augmented (latter) sample. The former is the prediction in the loss
computation. In Part 1, the latter is used to select the candidate, of which the confidence is above the class-wise
threshold. And also, the latter is converted to the generated one-hot pseudo label in Part 2, and the distant label is
further introduced for the generation of the hybrid pseudo label.

and N represents the number of labeled entities
in the distantly-labeled training set. Second, the
non-linear mapping function M(z) = z/(2 — z)
is designed to make x be more sensitive to a large
value and vice versa. In addition, we specially con-
sider the pseudo labeling for the non-entity spans
€, since the non-entity spans take the majority of
the span set s. And we set 7 (¢ = ¢€) with the same
value as the upper bound threshold 7, to filter out
non-entity spans € in the early stage. With the class-
wise threshold, we update the selection strategy
with:

I(max py; > T (arg max pyy;)). “4)

Further, a re-weighting strategy by inversing the
class-wise threshold is employed on each span. The
coefficient of the span is defined as:

ale) =2—="T(c), 5)

where ¢; = arg max p,,;. And we also set the value
of a(c = €) as the upper bound threshold 7, to
reduce the attention in the predominant non-entity
span.

4.2 Distant supervision in Label Generation

To tackle the degradation in the low-performance
class, we advance the label generation, by injecting
the semantic information of the distant label. The
previous DS-NER work (Meng et al., 2021) lever-
ages the prediction of the model itself to produce
the pseudo label. Nevertheless, the model tends
to capture information from the high-performance
class, and the semantic information captured by the

model is severely limited for the low-performance
class. Thus the prediction based on the model
causes a negative influence on the low-performance
class, and the iterative update further expands this
negative impact.

The hybrid pseudo label, injecting the distant
label, can extraordinarily alleviate the capturing
limitation for the low-performance class. More
specifically, the distantly-labeled entities from the
knowledge base contain useful information, since
these knowledge bases are finely collected for the
specific entity classes. Finally, the hybrid pseudo
label is formulated as follows:

hwi = /\pﬁwi + Ayyiv (6)

where y; is the distant label of span ;2.

In different training stages, the model pays dif-
ferent attention to these labels. In the early stage,
the model obtains entity features mainly from the
distantly-labeled data. When the pseudo label with
high confidence is generated, the model is more
sensitive to the potential entity behind the noisy
training data. Therefore, we dynamically adjust the
weights of the distant label y; and the pseudo label
Pwi- Then the dynamic weighting is formulated as
follows:

Ay = (cos (0.5-m(E+1)) + 1)2’
Ap = (sin (0.5 7 (1)) +1)°,

(N
(®)
%In practice, we also select the candidate span labeled

in the distantly-labeled data, thus expanding the selection
strategy in Eq. 4.
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Algorithm 1 CLIM Training Algorithm

Input: Maximum iteration T"; Training set {(Zm, Ym)}
1: Initialize oo (c) = 0.
2: while t =1,2,...,T do
Generate s = {s1,82,...,8i,...} from @,,.
Calculate ps; and p.,; with different augmentation.
for cin € do
Update threshold 7 (c) via Eq. 3.
Update learning ability o. via Eq. 2.
end for
Selecte candidate via Eq. 4.
10:  Calculate coefficient a(c;) via Eq. 5.
11: Generate hybrid pseudo label h,,; via Eq. 6.
12:  Back-propagation £ via Eq. 9.
13: end while
Output: Model parameters.

M
m=1"

R A A

where £ = t/tioia1 € [0, 1], tiotar is the hyperpa-
rameter of total training steps.

Finally, integrating the above two advanced com-
ponents, the loss function in CLIM is represented
as:

1
L=— I(max py; > T (¢;)):

a(¢;)CE (hyi, psi) |-

5 Experiment

5.1 Experimental Setup

Dataset. We evaluate on five flat benchmarks,
including CoNLLO3 (Tjong Kim Sang and
De Meulder, 2003), Tweet (Godin et al., 2015),
OntoNotes5.0 (Weischedel et al., 2013), Wikigold
(Balasuriya et al., 2009), and Webpage (Ratinov
and Roth, 2009). And we also implement two
nested benchmarks, including ACE2004 (Dodding-
ton et al., 2004) and ACE2005 (Walker et al., 2006).
For the flat case, the distant label is generated by
matching entities in external knowledge bases, fol-
lowing BOND (Liang et al., 2020). For the nested
case, the details of the distant label generation
are described in Appendix C. Besides, the dataset
statistics are provided in Appendix D.

Baseline. First, KB Matching is provided as the
reference of the distant supervision quality. Sec-
ond, we compare our method with the competitive
baselines from the following two aspects.

(1) No Labeling Denoising. With the combina-
tion of the pre-trained language model RoBERTa
(Liu et al.,, 2019) and classifier, both token-
based (RoBERTa-Token) and span-based schema
(RoBERTa-Span) are implemented.

(2) Labeling Denoising. In this part, we clas-
sify these baselines according to whether a self-
learning process is used or not. On the one hand,
AutoNER (Shang et al., 2018) designs modified
tagging scheme, LRNT (Cao et al., 2019) uses
Partial-CRFs with the non-entity sample strategy,
Co-Teaching (Yu et al., 2019) adopts a advanced
sampling strategy, Comf-MPU (Zhou et al., 2022)
employs a multi-class positive and unlabeled learn-
ing method. On the other hand, the works with the
self-training strategy are used as the strong baseline.
BOND (Liang et al., 2020) basically implements
the self-training with the teacher-student frame-
work. BA-CIR (Zhang et al., 2021b) introduces
the casual intervention into the self-training. With
the schema of ensemble learning, SCDL (Zhang
et al., 2021c) and RoSTER (Meng et al., 2021)
study the mislabeled entity from the candidate se-
lection and the label generation, respectively.

Implementation Detail. For fair comparison,
the main result is the average value of 5 runs.
We implement our code® with PyTorch based on
huggingface Transformers*, and employ the base-
size RoBERTa (Liu et al., 2019) to obtain the
contextual representation. In addition, the spe-
cific experimental settings are listed as follows:
the maximum masking probability is 0.05 for the
weakly-augmented sample, and 0.2 for the strongly-
augmented sample; 7 (¢ = €) and a(c = ¢) are set
to 0.9, and the confident threshold 7 is set to 0.9; a
cosine learning rate decay schedule with no warm-
up step and 4 hard restarts is employed; the opti-
mizer is AdamW with 7 = 0.9 and 55 = 0.999;
the training batch size is 16, the maximum se-
quence length is 128. And more implementation
details are listed in Appendix E.

5.2 Main Result

Flat Distantly Labeled NER Task. The span F1
scores on the flat case are listed in Table 1. Our
method achieves SOTA results on all five bench-
marks. Meanwhile, we conclude the results with
the following aspects. (1) For non-denoising meth-
ods (the second part of Table 1), the span-based
method (RoBERTa-Span) exhibits superior perfor-
mance over the token-based method (RoBERTa-
Token), implying the effectiveness of the span-
based schema in DS-NER. (2) For denoising meth-
ods (the third part of Table 1), the models with

Shttps://github.com/1iqi7797/CLIM/
4https: //huggingface.co/transformers/
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CoNLLO3 Tweet OntoNote5.0 Webpage Wikigold Average

KB Matching? 0.714  0.358 0.595 0.525 0478  0.534

.. RoBERTa-Token* 0.759  0.465 0.682 0.610 0.526  0.608

No Lable Denoising o - RTa-Span 0781 0525  0.691 0628 0526  0.630

pan . . . . . .

AutoNER? (Shang et al., 2018)  0.670  0.261 0.672 0.514 0475 0518

LRNT? (Cao et al., 2019) 0.697  0.238 0.677 0.477 0462  0.510

Co-Teaching* (Yuetal.,, 2019)  0.764  0.467 0.680 0.584 0521  0.603
Conf-MPU (Zhou et al., 2022)  0.800 - - - - -

Lable Denoising BOND (Liang et al., 2020) 0.815  0.480 0.684 0.657 0.601  0.647
BA-CIR (Zhang et al., 2021b) 0.815  0.490 - 0.647 0.615 -

ROSTER (Meng et al., 2021) 0.854  0.4451 0.696" 0.5441 0.678  0.643

SCDL (Zhang et al., 2021c) 0.837  0.511 0.686 0.685 0.641  0.672

CLIM (Ours) 0.854  0.538 0.696 0.700 0.679  0.693

Table 1: The main results in the flat DS-NER task, via span F1 scores. The baseline marked with { is referred to
(Liang et al., 2020), and the baseline marked with * is referred to (Zhang et al., 2021c). The baselines and results
marked with T are our own runs. The best results are marked in bold.

ACE04 ACEO05

KB Matching 0.711  0.708
RoBERTa-Span 0.770  0.768
Tea-Stu (span-based) 0.782  0.791
Ensemble (span-based) 0.819  0.819
CLIM (Ours) 0.831 0.822

Table 2: The main results in the nested DS-NER task,
via span F1 scores. We run all baselines using the span-
based schema. The value of KB Matching is the result
of manually-labeled noisy data in the training set. The
best results are marked in bold.

self-training (BOND, BA-CIR, RoSTER, SCDL,
and Ours) show better performance than other de-
noising methods, reflecting the superiority of self-
learning methods in DS-NER. (3) Compared with
the strong baseline RoOSTER, our model shows bet-
ter robustness among various data settings. (4) In
extremely noisy data, our model significantly out-
performs other methods. In the Tweet datasets with
low KB matching values, our model boosts span F1
scores by 2.2%, compared with the previous SOTA
method SCDL.

Nested Distantly Labeled NER Task. For the
nested ACE04 and ACEQS, the span F1 values are
listed in Table 2. Since the outstanding perfor-
mance of the teacher-student framework (BOND)
and the ensemble learning (RoSTER and SCDL)
in the flat case, we implement two strong baselines
for a fair comparison, which are Tea-Stu (span-
based) and Ensemble (span-based), respectively.
We conclude the nested results with two aspects.
(1) Compared to KB matching, our model achieves
higher F1 scores by significant margins, showing

LOC ORG PER MISC ALL
RoSTER 0.923 0.839 0.942 0.528(0.861/0.380) | 0.862
SCDL  0.817 0.803 0.913 0.609(0.802/0.491) | 0.817
Ours 0.877 0.885 0.920 0.673(0.744/0.615) | 0.864

Table 3: Class-level performance comparison with
strong baselines on CoNLLO3 training set, via span
F1 (Precision / Recall).

that our model is effective at handling noisy data
in the nested NER task. (2) Consistent with the
flat case, our model still achieves the best results
among these self-training methods.

5.3 Denoising Performance Analysis

Based on the prediction and ground-truth label
(not distant label) in the CoNLLO3 training set,
we discuss the denoising performance at the class
level, compared to the strong baselines ROSTER
and SCDL.

More Consistency with Flexible Threshold. In
general (ALL in Table 3), the generated pseudo la-
bel in our model is more accurate, which is strongly
related to the robustness under noisy data interfer-
ence. Among different classes (LOC, ORG, PER,
MISC in Table 3), our model shows more con-
sistent performance, especially in the entity class
MICS. The reason is that the class-wise flexible
threshold considers the different learning abilities
compared to the baselines, and pays more attention
to other classes besides the high-performance class.

Better Exploration with Hybrid Pseudo Label.
The low-performance class MISC (MISC in Table
3) shows a significantly higher recall in our model,
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Figure 3: The representation visualization of entities
on CoNLLO3 testing set. The left subgraph represents
strong baseline SCDL, and the right is our model. The
markers with different colors represent different entity
classes. And the markers represent the wrong
predictions of entity class ORG (ORG Wrong Pred.).
The and red circles are list in the left subgraph.

implying that the special design of hybrid pseudo
label improves the feature exploration of the low-
performance class, by addressing the bias in label
generation. In addition, our model further improves
the performance of low-performance class MISC,
proving that our model largely alleviates the perfor-
mance degradation in the low-performance class.

5.4 Improvement from Hybrid Pseudo Label

We discuss the effects of the hybrid pseudo label
with representation visualization, compared to the
strong baseline SCDL. All entities are visualized in
Figure 3, where different colors represent different
entity classes. We take entity class ORG as an
example to highlight its wrong predictions, where
the wrong predictions have the ground true label
ORG but are classified into other types.

Strong Classification Ability. Considering the
highlight of green circles in Figure 3, the yel-
low markers (wrong predictions) in strong base-
line SCDL are more widely distributed among dif-
ferent groups than in our model. Unlike SCDL,
which only uses the prediction of the model it-
self, we additionally integrate the knowledge in
the distantly-labeled entity into self-training. Since
the distantly-labeled entities come from the entity-

1.04

= 0.8
o
0.6
T 0.4
&
5
& 0.2

0.0 1

= 0.8
Iy
G

Figure 4: The class-wise analysis on CoNLLO3 testing
set. The horizontal axis represents the training steps.
(4a) The vertical axis represents the span F1 scores. The
upper subgraph denotes our model w/o CFT, and the
lower subgraph denotes our model. (4b) The vertical
axis represents the class-wise threshold based on our
model.

related knowledge bases, the distantly-labeled data
contains abundant entity-related semantic informa-
tion, which provides additional information for en-
tity classification in self-training.

Clear Separation between Entity Classes. Con-
sidering the highlight of the red circle in Figure 3,
markers of different entity classes (red, orange, and
blue) are mixed, indicating that entity classes with
similar semantics are wrongly clustered. This is
presumably because the bias of the pseudo label
further expands in self-training when the model is
updated iteratively under the guide of this pseudo
label. However, injecting the distant label, our
model alleviates this bias with the semantic infor-
mation of the distantly-labeled entities, and is better
at identifying the difference between similar entity
classes.

5.5 Boosting from Flexible Threshold

The effect of the Class-wise Flexible Threshold
(CFT) is finely analyzed through the look into the
training process. The F1 scores against the training
iterations of each entity class are shown in Figure
4. And we mainly focus on the entity class MISC
(represented by the red line), which contains com-
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Figure 5: The class-level performance in the nested
ACEQS testing set. The left subgraph is the span F1
score in all classes, and the right is the class-wise abso-
lute value between precision and recall.

plex semantics (Tong et al., 2021) and shows low
performance. The detailed characteristics of the
training process are provided in Appendix A.

Effectiveness of Warm-up Process. Unlike the
counterpart (w/o CFT), our model can quickly iden-
tify the low-performance class MISC in the early
stage. We infer that the warm-up strategy in the
flexible threshold design allows the candidate with
low confidence to be selected in the early stage.

Attention for Complex Class. With the training
progress, the line of the complex class MISC (Tong
et al., 2021) in our model (the upper subgraph) is
constantly rising until it reaches a steady state, but
the model without CFT reaches a plateau prema-
turely. Therefore, our model effectively captures
the complex feature of the class MISC. Besides,
the increased capability for recognizing the class
MISC happens at the late stage of model train-
ing. We conjecture this is due to the memorization
mechanism of deep networks, that they would first
memorize simple patterns than complex patterns
(Arpit et al., 2017). And our model can fully adapt
to the memorization mechanism, as the class-wise
flexible threshold is dynamically adjusted accord-
ing to the variant learning ability of the complex
class during training.

5.6 Nested Case Study

Our work extends the DS-NER tasks to the nested
case, and more detailed experimental results will
be provided in the following part.

Class-Balancing Performance. We focus on the
nested benchmark ACEQS5, and analyze the class-
level performance with the strong baseline En-
semble. Totally, the class-level performance in
the nested case agrees with that in the flat case.
First, our model has improved significantly for the
classes with low performance (Class 4, 5, and 6),

Statistics in training data  0.437 0.569 0.708
Predictions in testing data 0.774 0.808 0.822

Table 4: The model performance with different noise
levels, via the span F1 score.

CoNLLO03 Wikigold Tweet| ACE04
Our model 0.854 0.679 0.538|0.831 1517
Const.Thresh.(CT) 0.817 0.593 0.526(0.830 2267
LinearThresh. (LT)  0.826 0.565 0.537(0.829 1917
Const.Weight. (CW) 0.808 0.579 0.529]0.801
DataAug.(DA) 0.841 0.535 0.532|0.819

Table 5: The ablation study. The values marked with f
denote the number of training epochs when the model
reaches the optimal state, and other values denote the
span F1 scores.

as shown in the left subgraph of Figure 5, which
exhibits more consistent performance among all
classes. Second, our model tackles the large gap
(between precision and recall) in the above classes
compared to the Ensemble baseline, as observed in
the right subgraph of Figure 5. And these two con-
clusions prove the validity of candidate selection
and label generation in CLIM.

Robustness in Different Noise Levels. As men-
tioned in Appendix C, the distant label generation
for the nested dataset is related to the statistics of
CoNLLO3. We then extend the distant label genera-
tion with the statistics of different flat benchmarks,
including Wikigold and Twitter, and investigate the
performance on different noise levels of the train-
ing set. As shown in Table 4, our model exhibits
robustness towards varying degrees of noise.

5.7 Ablation Study

As shown in Table 5, we implement an exclusive
ablation study to validate the effectiveness of each
component, including the following aspects: (1)
replacing the flexible threshold (Section 4.1) with
the constant threshold (CT) and linearly-increased
threshold (LT); (2) replacing the dynamic weight-
ing of the pseudo label and distant label (Eq. 6)
with the constant weighting (CW); (3) replacing
the random masking in the attention matrix with
the random masking in token input for data aug-
mentation (DA).

Compared with different benchmarks, the nested
case shows a more robust performance than the flat
case. The flexible threshold strategy significantly
accelerate the convergence speed in the nested case,
as our model takes around 50 fewer training epochs
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to converge than its counterpart (CT and LT).

When each component is removed separately,
the model shows different degrees of performance
degradation, indicating the effectiveness of differ-
ent components. We summarize the following as-
pects. (1) Compared to the constant threshold (CT),
linearly-increased threshold (LT) shows higher per-
formance, except for Wikigold. Although linearly-
increased threshold can imitate the growth process
of model learning ability, the class-level mismatch
between the learning ability and threshold may de-
teriorate the performance. (2) The simple random
masking, referred to the pre-training strategies in
the pre-trained language model (Vaswani et al.,
2017), shows the best performance. More advanced
data augmentation strategies could be explored and
applied in our framework, which is not in the scope
of this paper. Further, we take a comprehensive
parameter study in Appendix B.

6 Conclusion

This work advances the class-rebalancing self-
training in the distantly-supervised named entity
recognition. With the class-wise flexible thresh-
old and the fine-grained hybrid pseudo label in
self-training, our work tackles the dominance from
the high-performance class and the degradation in
the low-performance class. On this basis, the ex-
periments show state-of-the-art results on seven
benchmarks. And the comprehensive analysis fur-
ther proves the more consistent performance in
class-level learning and the stronger semantics clas-
sification ability. Our work, especially the ad-
vanced designs in self-training, positively impacts
robust learning with noisy data. It provides a class-
rebalancing method to explore the semantic infor-
mation in distantly-labeled data.

Limitations

In the augmentation-driven self-training, we imple-
ment the data augmentation with random masking
for simplicity, since augmentation is not the focus
of this work. And Wang and Henao (2021) has ex-
plored more fine-grained data augmentation strate-
gies, which may further improve performance.
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A Training Process Analysis

We investigate the characteristic of the whole train-
ing process, with four representative observational
variables in Figure 6. As the training loss decreases,
the span F1 scores have experienced a significant
fluctuation, mainly due to the rapid change between
the number of predicted spans for non-entity class e
and entity classes in £. We infer that the enhanced
ability to recognize non-span entities induces this
change, including the representation reconstruction
for each entity class. After the model performance
of identifying non-entity spans reaches a steady
state, the number of the predicted spans for entity
classes in & steadily increase.

In addition, the extreme imbalance of the entity
classes can be seen intuitively by comparing the
number of predicted spans for non-entity class e
(around 1250) and entity classes in £ (around 25).
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Figure 6: The training process analysis with four ob-
servational variables on CoNLLO3. The horizontal axis
represents the training steps, and the vertical axis rep-
resents different meanings with four subgraphs: (a) the
total training loss L; (b) the number of predicted spans
for non-entity class €; (c) the number of predicted spans
for entity classes in &; (d) the span F1 scores in the
development set.

Thus the design of class-wise thresholds is vital to
alleviate the class imbalance problem.

B Parameter Study
B.1 Upper Bond Threshold

0.85
0.80 —— Tweet
CoNLLO3
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Figure 7: The parameter study of upper bond threshold
on three benchmarks. The horizontal axis represents
the values of the thresholds 7, and the vertical axis
represents span F1 scores.

We investigate the effects of the threshold upper
bond 7 in Figure 7. In general, all three datasets
achieve high-performance results around the thresh-
old upper bond of 0.9. With higher values of
the threshold, the amount of the predicted non-
entity spans decreases, so the model training at the
early stage concentrates more on entity classes in
£. In CoNLLO3 and ACE04, the optimal results
are achieved at high thresholds, which suggests
that reducing the number of non-entity spans at the
early stage helps the feature extraction of entity
classes to some extent. However, the Tweet dataset
obtains comparable performance with small thresh-
olds. We assume this is because the Tweet dataset
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is inherently noisier. With a small threshold, the
noise in pseudo labels is too heavy for the model
to remember, making the model get a comparable
performance by chance.

B.2 Masking Probability

Weak | 605 010 020
Strong

0.05 |0613 0.605 0.561

0.10 |0611 059 0.592

020 |0.679 0.643 0.59

Table 6: The parameter study of masking probability
on Wikigold, via the span F1 scores. The first row rep-
resents the maximum masking probability in the weak
augmentation, and the first column represents the maxi-
mum masking probability in the strong augmentation.

We study the masking probability in Wikigold.
Based on the experimental results in Table 6, we
summarize that the combination of the weak aug-
mentation with /ow masking probability and strong
augmentation with high masking probability shows
high performance. As in Table 6, the lower left
cases (the values of 0.679, 0.643, 0.611) show high
performance. And these results agree with the in-
tuition. Since the weak augmentation with low
masking probability explores more useful infor-
mation about the input sentence, the pseudo label
generated from the weakly-augmented data is more
confident than the strong augmentation.

B.3 Dynamic Weighting

We explore three different designs of dynamic
weighting, the results are shown in Figure 8a. The
visualization of these mappings, from the train-
ing phase  to the distant label weights Ay and the
pseudo label weights A, is provided in Figure 8b.
And the definition of these mappings is shown as
follows:

Ay =1,
Case 1 {)\p: 1—14

)\y = (sin (0.5 (A 1)))
Case 2 {)\p = (cos (0.5 7 (t+ 1)))

Ay = (cos (0.5 (£+1)) )2
Case 3 {Ap_ (sin (0.5 7 (F—1)) +1)°

where t = t/tio1q1 € [0, 1], tiotar is the total train-
ing steps. And Case 3 is used in our work.

We design the above three mappings with the
following consideration. (1) A general idea is to
decrease the distant label weights and increase the
pseudo label weights, with ongoing training. (2)
Before the model obtains useful features for en-
tity classes, the training mainly focuses on the dis-
tant label, thus slowing down the weight growth
of the pseudo label. (3) And also, we accelerate
the decline of distant label weights to avoid model
overfitting.

I Span F1
0.86 Epochs |40

(b)

Figure 8: (8a) The ablation study of the dynamic weight-
ing on CoNLLO3, via the span F1 score and training
epoch; (8b) The visualization of the different mappings.
The X-axis represents the training phase and the Y-axis
represents the distant/pseudo label weights.

As seen from the results in Figure 8, there is
a positive correlation between the more delicate
design mapping and the higher model performance,
including the span F1 scores and the convergence.

C Distant Label Generation in Nested
Case

Though many works focus on distantly-supervised
NER of the flat case, the study for the nested case
is rare. Like the fully supervised NER task, recog-
nizing the nested named entity is also essential for
the downstream application. Hence, we extend the
distantly-supervised NER with the nested case.

The span-based schema is to make a prediction
on the entity level, and has shown high performance
in the flat case. And we prove that our framework
could further improve the ability to uncover the
unlabeled entity and mislabeled entity in the nested
case.

Distant Label generation with external knowl-
edge bases is time-consuming, considering the col-
lection of external dictionaries and the design of
matching rules. In this work, we attempt to con-
struct the noisy nested dataset by artificially adding
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Dataset

CoNLLO3 OntoNotes5.0 Tweet Webpage Wikigold

ACE2004 ACE2005

Learning Rate 3e-6 3e-6 3e-5 3e-5 3e-6 3e-6 3e-6
Max. Len. Span 9 9 9 9 9 12 12
Train Epoch 40 15 200 300 250 250 200

Table 7: Hyper-parameter settings in the DS-NER task. Learning Rate represents the initial learning rate with a
cosine learning rate decay schedule; Max. Len. Span represents the maximum length of the candidate spans; Train
Epoch represents the maximum epochs in the training process.

noise to ground-truth labels, which includes the
following steps: (1) define the noisy type of named
entity based on the ground-truth labels; (2) cal-
culate the frequency of different noisy cases in a
dataset; (3) generate the noisy labels according to
the statistical results.

<

38%
Incorrectly
labeled

Missing error
Type error

Boundary error

()

8% LOC ORG PER MISC
62%
Correctl;

ke LOC [0

0.145 0.301 0

13"0

ORG 0 0 0.387 0

PER

Missing error

0 0.009 O

79%

Type error MISC 0

Boundary error

0.023 0.135

(b) (©

Figure 9: (9a) Illustrate three types of the predefined
noise; (9b) The statistic of the correctly/incorrectly la-
beled entity, and the more detailed statistic of the differ-
ent noisy types in the incorrectly labeled case; (9c) The
statistic of the type error, where the values represent the
probability that one entity mislabels from true type (in
raw) to wrong type (in column).

The incorrect annotations consist of missing,
boundary, and type errors. Missing error means that
an entity in the sentences (labeled in the ground-
truth training set) is not identified during the rule-
based matching process. Boundary error refers to
the entities of the incorrectly labeled boundary and
the correctly labeled type, and type error refers to
the entities of the correctly labeled type and the
incorrectly labeled boundary.

Taking CoNLLO03 as an example, we statistic the
incorrectly labeled entities in the ground-truth train-
ing set. Three predefined noisy types have already
covered all incorrectly-labeled entities, as shown in
Figure 9b. In addition, there are more incorrectly
labeled cases of type error, when the semantic sim-
ilarity between entity classes is relatively large, as
shown in Table 9c. Then we generate the noisy

label for the ACE0O4 and ACEQS datasets, with the
statistics in Figure 9b and 9c.

D Dataset Statistics

Dataset #types # samples # entities # ne_sF ed
entities
CoNLLO03 4 14041 17781 -
ONS5.0 18 115812 125366 -
Tweet 10 2393 994 -
Webpage 4 385 393 -
Wikigold 4 1142 2282 -
ACE2004 7 6200 15745 3355
ACE2005 7 7292 17695 3438

Table 8: Statistics in the distantly-labeled training set.
# types: the number of the pre-defined entity classes; #
samples: the number of the training samples; # entities:
the number of the distantly-labeled entities; # nested
entities: the number of the distantly-labeled nested enti-
ties.

E Hyper-parameter and Baseline Setting

Detailed hyper-parameter settings for each dataset
are shown in Table 7. Among then, we mainly
fine-tune the parameters of the initial learning rate
and training epoch, where the initial learning rate is
chosen from {3e-5, 3e-6}, training epoch is chosen
from {15, 30, 40, 50, 200, 250, 300}. The rest of
the parameters are default in huggingface Trans-
formers. We conduct the experiments on NVIDIA
Tesla V100 GPU.

The baselines in the nested case are all imple-
mented with the span-based schema. The average
predictions of 2 ensemble models are used for the
baseline Ensemble in Table 2.
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