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Abstract

Prompting shows promising results in few-
shot scenarios. However, its strength for
multilingual/cross-lingual problems has not
been fully exploited. Zhao and Schütze (2021)
made initial explorations in this direction by
presenting that cross-lingual prompting out-
performs cross-lingual finetuning. In this pa-
per, we conduct an empirical exploration on
the effect of each component in cross-lingual
prompting and derive language-agnostic Uni-
versal Prompting, which helps alleviate the
discrepancies between source-language train-
ing and target-language inference. Based on
this, we propose DPA, a dual prompt augmen-
tation framework, aiming at relieving the data
scarcity issue in few-shot cross-lingual prompt-
ing. Notably, for XNLI, our method achieves
46.54% with only 16 English training examples
per class, significantly better than 34.99% of
finetuning. Our code is available at https:
//github.com/DAMO-NLP-SG/DPA.

1 Introduction

Although adapting Pre-trained Language Models
(PLMs) (Devlin et al., 2019) to downstream NLP
tasks via finetuning is the de facto mainstream
paradigm under fully supervised settings (Wang
et al., 2018), prompting1 (Gao et al., 2021; Rad-
ford et al., 2019; Brown et al., 2020; Schick and
Schütze, 2021a,b) has demonstrated its superiority
over finetuning in low-resource scenarios. Typi-
cally, prompting reformulates the classification task
as a language modeling problem over manually-
designed natural language prompts.

Despite the effectiveness of prompting on En-
glish tasks, its potential for cross-lingual problems,
which assume the availability of the training data
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1In this work, the term “prompting” refers to prompt-based
finetuning, where the parameters of PLMs are finetuned.

in high-resource languages (e.g., English) only, is
still under-explored. Zhao and Schütze (2021) is
the pioneering work to apply prompting to cross-
lingual NLP. However, their major efforts are spent
on comparing different training strategies for cross-
lingual prompting such as discrete prompting and
soft prompting. They do not fully investigate the
design choice of key components in prompting, i.e.,
prompt template and verbalizer.

To provide a practical guide for designing
cross-lingual prompting, we first conduct an em-
pirical analysis to explore the effects of each
prompting component on the performance of cross-
lingual transfer. Our preliminary study shows that
template-free prompting combined with English-
only inference, dubbed as language-agnostic “Uni-
versal Prompting” (UP) in this paper, generally
performs well across different few-shot settings. In-
tuitively, UP avoids the discrepancies between the
source-language training and the target-language
inference, which intrinsically better fits cross-
lingual tasks.

The derived UP is a concise solution with rea-
sonable performance but does not take advantage
of other available resources in the context of multi-
lingual problems, e.g., the translation of verbalizers
in target languages. Motivated by this fact, we pro-
pose a Dual Prompt Augmentation (DPA) frame-
work to alleviate the data scarcity issue in few-shot
scenarios. Firstly, we introduce multilingual ver-
balizers as answer augmentation for prompting,
where the translated label tokens are treated as ad-
ditional target-language supervision. Secondly, we
propose prompt mixup as prompt input augmen-
tation, which mixes the prompt representations in
each batch. Intuitively, given two prompt repre-
sentations on real data, we can generate a virtual
representation based on their interpolation, which
encodes the semantics in between. Our DPA frame-
work is not task-dependent and does not require
either external unlabeled data (Xie et al., 2020) or
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massive text manipulation efforts (Wei and Zou,
2019) compared with other data augmentation ap-
proaches.

In summary, our contributions are as follows:

• We develop language-agnostic Universal
Prompting, a concise prompting baseline
with competitive performance for cross-lingual
transfer.

• To overcome the data scarcity issue, we propose
Dual Prompt Augmentation for cross-lingual
prompting to perform data augmentation from
the views of prompt answers and prompt inputs.

2 Language-Agnostic Universal
Prompting

In this section, we first empirically investigate the
importance of essential elements, i.e., template and
verbalizer design, in cross-lingual prompting (Zhao
and Schütze, 2021). Based on our investigation, we
derive a more competitive baseline called Universal
Prompting. It is language-agnostic because it does
not make assumptions about the input language in
template design, and the verbalizer during training
is taken for all other languages. Note that, since
soft prompting (SP) and mixed prompting (MP)
rely on an external bidirectional LSTM (Hochreiter
and Schmidhuber, 1997) to create soft prompts
and do not outperform discrete prompting (DP)
significantly, we mainly discuss DP in this work
for a clear comparison.

As illustrated in Table 1, Zhao and Schütze
(2021) directly utilize the translated templates
and verbalizers for target-language inference, mak-
ing templates and verbalizers language-dependent.
However, the translated templates are not seen and
the translated verbalizers are never modeled by
the PLM during training. This leads to discrepan-
cies between the source-language training and the
target-language inference.

To alleviate such discrepancies, we consider
three possible variants. Specifically, these three
variants are derived by avoiding translation on the
template and verbalizer tokens or removing the
template words, see Table 1 for concrete examples.

We follow the experimental setup (refer to Sec-
tion 4 for details) in Zhao and Schütze (2021) to
evaluate the impact of the above designs 2. In Ta-
ble 2, we observe that W/O TEMPLATE TRANS-

2As we employ a different evaluation method, the repro-
duced results of Zhao and Schütze (2021) are slightly different
from the original ones. More details can be found in Section 4.

LATION achieves slight but stable improvements
under different shots. W/O TEMPLATE WORDS

simply removes the template words and achieves
more obvious improvements. W/O VERBALIZER

TRANSLATION 3 avoids using translation at the
verbalizer end and brings in the most significant
improvements. Therefore, by alleviating discrepan-
cies either in the aspect of verbalizer or template,
the performance of cross-lingual prompting can
be further improved. By combining the advances
of these variants, the Universal Prompting (UP) is
derived to treat various languages in a unified fash-
ion. Specifically, UP alleviates the discrepancy of
prompt templates and verbalizers simultaneously,
which is a much stronger baseline than Zhao and
Schütze (2021) in multilingual tasks.

Note that the idea of removing template words
in UP is distinct to “null prompt” (IV et al., 2021)
from the perspective of motivation. “Null prompt”
is proposed to simplify the manual prompt de-
sign on monolingual tasks. Compared with “null
prompt”, the primary goal of UP is to alleviate the
source-target discrepancies in cross-lingual trans-
fer. Moreover, besides removing template words,
our UP also involves the design choice for target-
language inference (W/O VERBALIZER TRANS-
LATION), which proves to be a larger contribution
according to the empirical results shown in Table 2.
The effectiveness of using the verbalizer in the
source language is also found in (Lin et al., 2022).

3 Dual Prompt Augmentation

In prompting, the mask token is directly used for
making predictions. In this section, we formalize
a Dual Prompt Augmentation (DPA) framework
based on this crucial element of prompting.

3.1 Prompt Answer Augmentation

In Section 2, we show that directly translating the
verbalizers to the target language for inference is
not helpful. In this subsection, we explore the us-
age of verbalizer translation at the training stage.
Intuitively, their rich semantics could serve as high-
quality paraphrases (Jiang et al., 2021) of the En-
glish verbalizer and provide additional supervision
to train multilingual models. Motivated by this,
we define a multilingual verbalizer for the English

3Note that W/O VERBALIZER TRANSLATION refers to not
applying translated verbalizers during inference. In Section 3
we will show how to exploit the translated verbalizers as an-
swer augmentation during training.



Prompt Templates Verbalizers

EN (source)
Zhao and Schütze (2021) A . Question: B ? Answer: <mask> . Entailment: yes; Contradict: no; Neutral: maybe
Universal Prompting A . B ? <mask> . Entailment: yes; Contradict: no; Neutral: maybe

TR (target)

Zhao and Schütze (2021) A . Soru: B ? Cevap: <mask> . Entailment: Evet; Contradict: hiçbir; Neutral: belki
W/O TEMPLATE TRANSLATION A . Question:B ? Answer: <mask> . Entailment: Evet; Contradict: hiçbir; Neutral: belki
W/O TEMPLATE WORDS A . B ? <mask> . Entailment: Evet; Contradict: hiçbir; Neutral: belki
W/O VERBALIZER TRANSLATION A . Soru: B ? Cevap: <mask> . Entailment: yes; Contradict: no; Neutral: maybe

Universal Prompting A . B ? <mask> . Entailment: yes; Contradict: no; Neutral: maybe

Table 1: Prompt templates and verbalizers in English (EN) and Turkish (TR). A and B indicate two sentences of a
sentence pair. For XNLI, A is the premise and B is the hypothesis. With the proposed language-agnostic Universal
Prompting, we could treat source-language training and target-language inference in a unified fashion.

Shots Method Accuracy

16

Zhao and Schütze (2021) 38.811.61
W/O TEMPLATE TRANSLATION 39.151.73
W/O TEMPLATE WORDS 39.872.94
W/O VERBALIZER TRANSLATION 42.321.81
Universal Prompting 43.182.77

32

Zhao and Schütze (2021) 41.421.66
W/O TEMPLATE TRANSLATION 41.721.89
W/O TEMPLATE WORDS 43.660.96
W/O VERBALIZER TRANSLATION 46.501.54
Universal Prompting 48.261.34

64

Zhao and Schütze (2021) 46.420.65
W/O TEMPLATE TRANSLATION 46.750.61
W/O TEMPLATE WORDS 47.601.09
W/O VERBALIZER TRANSLATION 53.071.33

Universal Prompting 52.191.53

Table 2: Comparison results between Zhao and Schütze
(2021) and its variants on XNLI. We calculate the aver-
age accuracy over 15 languages. The standard deviation
over 5 runs is reported as the subscript.

training data, which can be regarded as answer aug-
mentation for the mask token. Formally, given the
pre-built prompt x filled with input sentences, the
training objective is to maximize the likelihood of
verbalized label tokens in multiple languages:

argmax
θ

∑
x

1

|L|
∑
ℓ∈L

logP
(
⟨mask⟩ = Vℓ(y)|x;θ

)
(1)

where θ denotes the parameters of the PLM. Vℓ

is the verbalizer in a certain language ℓ ∈ L, and
it maps from the gold label to a specific word in
language ℓ. 4 In comparison, UP only takes L =
{EN}, which is a monolingual verbalizer.

3.2 Input Augmentation with Prompt Mixup
Previous mixup methods for NLP perform the
whole-sequence interpolation at the input embed-
ding level (Zhang and Vaidya, 2021; Guo et al.,
2019) or hidden representation level (Jindal et al.,
2020; Chen et al., 2020). However, directly apply-
ing previous methods to prompting has been shown

4Please refer to Appx. A for the language set we use

to even lead to a significant performance drop in
Zhou et al. (2021). In prompting-based methods,
the most important hidden space representation for
classification is encoded at the position of mask
tokens. Different training data may have differ-
ent sequence lengths and their mask tokens are
at different positions. The interpolation between
the representation of a mask token and a normal
verbal token would be meaningless in prompting.
Therefore, we propose to interpolate between the
top-most mask token representations to augment
prompt inputs. Then the interpolated representation
is fed into the masked language modeling head.

Formally, let mi = h(xi) and mj = h(xj) be
the top-most hidden representations corresponding
to the mask tokens of two prompts xi and xj , re-
spectively. Then we perform linear interpolation to
produce a virtual representation:

m̂ij = λh(xi) + (1− λ)h(xj) (2)

where λ follows a Beta distribution, i.e., λ ∼
β(α, α). The corresponding answer labels are lin-
early interpolated accordingly:

ŷij = λyi + (1− λ)yj (3)

Considering an augmented multilingual verbalizer
as in Section 3.1, the training objective of this par-
ticular virtual example would be:

argmax
θ

1

|L|
∑
ℓ∈L

{
λ logP

(
⟨mask⟩ = Vℓ(yi)|m̂ij ;θ

)
+(1− λ) logP

(
⟨mask⟩ = Vℓ(yj)|m̂ij ;θ

)} (4)

The interpolation is performed in a dynamic in-
batch fashion. For a mini-batch drawn from the
training set, we will split it into pairs and generate
a virtual prompt representation based on each pair.

4 Experiments

4.1 Setup
Datasets We conduct experiments on two
sentence-pair classification tasks: XNLI (Conneau



et al., 2018; Williams et al., 2018) for cross-lingual
natural language inference and PAWS-X (Yang
et al., 2019) for multilingual paraphrase identifi-
cation. For these two datasets, while the evaluation
data is human-translated, the golden training data
is only available in English.

Evaluation We conduct our experiments by train-
ing the XLM-R base model (Conneau et al., 2020)
on English. Then the model will be directly
applied to other target languages, without using
any training examples of the target language. To
make a reasonable comparison between finetuning
and prompting, we ensure finetuning to be better
than a random guess on each language. There-
fore, we randomly sample without replacement
K ∈ {16, 32, 64, 128, 256} per class for XNLI and
K ∈ {256, 512} per class for PAWS-X to construct
the training set. Then we use the same number of
shots from the validation split to select the best
model (Perez et al., 2021).

The evaluation of few-shot cross-lingual transfer
can be with large variance and depend on data selec-
tion (Zhang et al., 2021a; Zhao et al., 2021; Keung
et al., 2020). In our work, to faithfully reflect the
few-shot performance, separate training/validation
sets are sampled for different runs.

4.2 Results
UP v.s. Finetuning/PCT On the XNLI dataset,
even the simplest prompting method for cross-
lingual transfer, namely UP, consistently outper-
forms the finetuning (FT) method by a large mar-
gin. Besides, our language-agnostic UP also sur-
passes FT on the majority of languages on the
more challenging PAWS-X. These observations
suggest that prompting is indeed a better solution
for few-shot learning in cross-language scenarios
and our UP can serve as a strong baseline for cross-
lingual prompting. We also reproduce PCT (Qi
et al., 2022), another recent cross-lingual prompt-
ing method based on data augmentation and consis-
tency training, with our evaluation method. Table 3
shows that UP outperforms PCT consistently with-
out any data augmentation approach or introducing
additional loss terms.

Dual Prompt Augmentation With the proposed
DPA framework, our prompting method achieves
consistent improvement over UP, indicating that
multilingual verbalizers from the answer view and
prompt mixup from the input view are both ef-
fective ways to enhance cross-lingual prompting.

The comparison results in Table 3 and Table 4 also
exhibit clear superiority of our method over cross-
lingual finetuning. Even in the most resource-rich
settings, compared to FT, our method still obtains
7.1% (256 shots) and 4.9% (512 shots) absolute
gains on XNLI and PAWS-X.

Ablation Study The performance of our prompt-
ing method will become worse when removing ei-
ther prompt mixup or multilingual verbalizer, show-
ing that both prompt input and prompt answer aug-
mentation contribute positively to the improvement.
We also notice that the negative effects brought by
DPA W/O MV are generally larger, showing the
necessity of target-language guidance for cross-
lingual prompting.

4.3 Inference Strategy
A natural extension for the DPA framework is to
leverage the multilingual verbalizer in some way
for target-language inference as well. For compar-
isons, we heuristically devise the following infer-
ence strategies :

(1) English Verbalizer The English verbalizer
is still used when transferring to target languages.
This strategy is used to produce results in Table 3
and 4. To formalize:

ŷ = argmax
y

P
(
⟨mask⟩ = VEN (y)|x;θ

)
(5)

(2) Target Language Verbalizer The verbalizer
in the corresponding target language is used, which
is the practice of Zhao and Schütze (2021) during
inference time. However, in this case, our DPA
framework has already modeled these words during
the training time. To formalize:

ŷ = argmax
y

P
(
⟨mask⟩ = Vtarget(y)|x;θ

)
(6)

(3) Taking Maximum over the Multilingual Ver-
balizer In this strategy, we will take the maxi-
mum probability over the whole multilingual ver-
balizer. To formalize:

ŷ = argmax
y,ℓ

P
(
⟨mask⟩ = Vℓ(y)|x;θ

)
(7)

(4) Taking Sum over the Multilingual Verbalizer
In this strategy, we will take the sum of probability
over the whole multilingual verbalizer. To formal-
ize:

ŷ = argmax
y

∑
ℓ∈L

P
(
⟨mask⟩ = Vℓ(y)|x;θ

)
(8)



Shots Method EN AR BG DE EL ES FR HI RU SW TH TR UR VI ZH Avg.

16

FT 35.62 35.11 34.85 35.07 35.08 35.21 34.95 34.89 34.52 35.07 34.92 34.79 35.02 35.02 34.71 34.99±1.84
PCT 42.43 35.80 37.48 36.02 40.23 36.14 38.79 39.79 37.96 36.32 39.01 37.41 35.46 38.84 38.90 38.04±3.52
UP 47.68 42.01 45.50 44.51 46.68 36.61 46.81 40.29 45.43 42.06 44.21 41.04 40.61 45.79 38.42 43.18±2.77
DPA 48.55 46.24 47.95 48.00 47.41 47.47 48.61 44.36 46.76 44.35 45.95 45.83 44.80 47.31 44.55 46.54±1.83

W/O MV 49.54 41.55 46.84 45.53 47.59 34.63 48.55 42.39 47.18 43.95 46.37 43.82 43.32 46.52 40.09 44.52±2.15
W/O MIXUP 48.38 45.59 47.74 47.72 47.60 44.38 47.83 42.44 46.69 44.38 44.65 45.52 43.48 46.65 40.83 45.59±1.91

32

FT 37.62 36.82 36.61 37.03 37.07 37.39 37.53 37.35 36.83 36.42 36.40 36.40 36.71 36.84 36.96 36.93±1.96
PCT 46.63 41.33 44.30 43.35 45.31 45.61 46.79 43.32 44.13 40.88 42.86 43.19 38.94 44.85 43.81 43.69±2.11
UP 53.33 47.70 50.87 49.74 51.41 41.48 51.09 44.97 50.11 46.76 49.50 45.92 45.64 51.00 44.33 48.26±1.34
DPA 52.79 49.37 51.48 50.84 51.78 50.05 51.77 48.08 50.46 47.30 49.35 50.14 47.44 50.84 48.25 49.99±2.21

W/O MV 53.75 48.42 50.71 50.57 51.76 41.98 51.54 45.64 50.46 45.84 49.65 47.42 45.58 50.56 47.54 48.76±1.56
W/O MIXUP 52.38 49.29 51.39 50.76 51.60 50.21 51.54 47.57 50.35 47.56 49.07 49.56 47.02 50.65 46.24 49.68±1.46

64

FT 42.97 40.70 41.29 41.68 42.09 42.46 42.23 40.59 40.38 39.96 40.65 40.84 40.24 42.09 40.53 41.25±3.60
PCT 52.26 46.39 48.73 48.39 49.64 49.46 50.46 47.48 48.52 45.27 48.28 48.55 44.76 49.81 49.12 48.47±2.82
UP 57.76 51.67 54.85 54.99 54.69 51.63 54.96 47.97 53.32 48.12 51.91 49.89 47.86 54.14 49.13 52.19±1.54
DPA 59.97 53.18 56.51 56.67 55.63 56.79 56.97 51.77 55.46 50.71 53.35 54.21 50.76 56.05 53.09 54.74±0.93

W/O MV 59.17 53.79 56.95 56.53 56.18 55.35 56.48 52.17 55.72 50.89 54.55 53.35 51.62 56.43 54.42 54.91±1.18
W/O MIXUP 59.56 53.06 55.98 55.65 55.16 56.67 56.66 51.44 55.18 49.99 52.90 53.76 49.80 55.43 53.70 54.33±0.98

128

FT 47.24 43.91 44.13 43.96 44.38 45.25 44.48 42.38 42.81 42.87 42.87 42.93 42.36 44.60 42.87 43.80±2.58
PCT 55.31 48.55 52.09 50.75 52.92 52.69 52.79 50.43 51.60 47.86 50.88 50.37 48.04 52.20 51.79 51.22±2.58
UP 60.08 51.31 56.60 55.10 56.17 51.25 56.97 49.62 55.18 48.71 53.87 50.42 49.20 55.03 53.15 53.51±3.51
DPA 62.57 54.91 58.72 58.81 58.25 59.47 58.76 52.93 57.35 50.95 54.30 54.94 51.47 57.80 54.99 56.42±1.37

W/O MV 61.51 55.31 58.67 58.15 58.12 58.10 58.42 52.31 56.99 50.80 55.40 53.88 51.74 57.96 56.12 56.23±0.90
W/O MIXUP 61.84 54.59 58.77 58.57 57.77 59.13 58.89 52.70 56.99 52.05 54.15 54.69 51.31 57.27 55.59 56.29±1.46

256

FT 59.49 52.87 55.92 55.51 55.07 57.44 56.32 51.75 54.19 49.88 52.38 53.68 50.38 55.37 53.95 54.28±2.15
PCT 60.09 53.51 57.21 56.60 57.63 58.78 58.42 54.07 56.35 51.80 54.57 54.62 50.56 56.36 56.14 55.78±1.63
UP 65.08 56.57 61.03 60.65 60.74 59.21 61.01 55.18 59.41 53.73 57.66 57.62 54.08 60.58 58.71 58.75±1.92
DPA 67.97 59.54 63.59 63.26 62.34 64.80 63.93 58.39 61.87 55.83 59.19 60.32 56.00 62.41 61.29 61.38±0.92

W/O MV 65.80 58.07 62.04 61.33 61.05 63.03 62.36 56.16 60.14 54.17 58.23 57.62 54.12 60.52 59.81 59.63±0.92
W/O MIXUP 67.40 58.02 62.33 62.18 61.35 63.61 62.93 56.89 60.75 54.68 58.06 59.00 54.74 61.17 59.33 60.16±0.97

Table 3: Zero-shot cross-lingual transfer accuracy on XNLI. FT: finetuning; MV: Multilingual Verbalizer. Reported
results are averaged with 5 random seeds.

Shots Method EN DE ES FR JA KO ZH Avg.

256

FT 63.18 60.81 60.95 61.39 58.60 58.48 59.78 60.46±4.23
UP 65.50 62.21 63.24 62.82 54.11 54.30 55.99 59.74±4.12
DPA 71.87 68.59 69.10 69.02 60.41 60.88 62.75 66.09±3.62

W/O MV 69.06 66.26 66.47 65.79 59.28 58.34 60.77 63.71±4.37
W/O MIXUP 70.95 67.14 67.58 67.63 59.01 60.44 61.16 64.84±2.91

512

FT 77.64 73.41 73.19 74.33 65.55 65.19 68.25 71.08±5.81
UP 83.31 76.18 77.63 77.42 63.41 65.03 68.06 73.01±1.52
DPA 84.97 78.63 79.60 80.48 67.86 68.13 72.34 76.00±1.04

W/O MV 84.81 78.56 79.67 79.64 67.04 68.34 71.50 75.65±0.64
W/O MIXUP 84.84 77.85 79.36 79.69 66.76 68.03 71.03 75.37±2.00

Table 4: Zero-shot cross-lingual transfer accuracy on
PAWS-X. FT:finetuning; MV: Multilingual Verbalizer.
Reported results are averaged with 5 random seeds.

(5) Bilingual Verbalizer In this strategy, we will
take the sum of probability over the target language
verbalizer and the English verbalizer. To formalize,
the predicted label ŷ is given by:

ŷ = argmax
y

{P
(
⟨mask⟩ = VEN (y)|x;θ

)
+P

(
⟨mask⟩ = Vtarget(y)|x;θ

)
}

(9)

We use the checkpoint of XLM-R trained by 128
shots on the XNLI dataset and make inference with
different strategies. Table 5 shows the accuracy by
employing different inference strategies. We show
that with our DPA framework, the inference is quite
robust to the utilization of the verbalizer. This can
probably be attributed to answer augmentation via
multilingual verbalizers, which help to model label

Strategy Num. Accuracy

1 56.421.37

2 56.311.15
3 56.231.09
4 56.331.11
5 56.391.21

Table 5: Accuracy of different inference strategies, aver-
aged over 15 testing languages of XNLI and 5 random
seeds.

tokens in multiple languages. We choose to simply
employ English-only inference due to its simplicity
and slightly better performance to produce results
in Tables 3 and 4.

5 Conclusion

In this paper, we first derive language-agnostic Uni-
versal Prompting, a concise but competitive base-
line for cross-lingual prompting. The proposed
DPA framework can further enhance cross-lingual
prompting as shown on two sentence-pair classifi-
cation tasks. In the future, we will consider veri-
fying the effectiveness of prompting and the DPA
framework in cross-lingual sequence tagging or
question-answering tasks (Xu et al., 2023).



6 Limitations

Our work mainly focuses on cross-lingual sentence-
pair classification tasks. While it is directly ap-
plicable to single-sentence classification tasks (Li
et al., 2020; Ye et al., 2020) but may require ad-
ditional efforts to adapt our DPA framework to
more complex cross-lingual tasks such as sequence
tagging (Liu et al., 2021; Zhou et al., 2022, 2023;
Zhang et al., 2021b) or question answering (Xu
et al., 2022, 2023). Another limitation is that the
proposed multilingual verbalizer in the DPA frame-
work requires an external machine translator to pro-
duce the translated verbalizers. Finally, we limit
the language set of the multilingual verbalizer to
the set of target languages in a multilingual dataset.
Extending this language set might give us greater
improvement for cross-lingual tasks.
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Reichart, Anna Korhonen, and Hinrich Schütze. 2021.
A closer look at few-shot crosslingual transfer: The
choice of shots matters. In Proceedings of the 59th
Annual Meeting of the Association for Computational
Linguistics and the 11th International Joint Confer-
ence on Natural Language Processing (Volume 1:
Long Papers), pages 5751–5767, Online. Association
for Computational Linguistics.

Jing Zhou, Yanan Zheng, Jie Tang, Jian Li, and
Zhilin Yang. 2021. Flipda: Effective and robust
data augmentation for few-shot learning. ArXiv,
abs/2108.06332.

Ran Zhou, Xin Li, Lidong Bing, Erik Cambria, and
Chunyan Miao. 2023. Improving self-training for
cross-lingual named entity recognition with con-
trastive and prototype learning. In The 61th Annual
Meeting of the Association for Computational Lin-
guistics.

Ran Zhou, Xin Li, Lidong Bing, Erik Cambria, Luo
Si, and Chunyan Miao. 2022. ConNER: Consistency
training for cross-lingual named entity recognition.
In Proceedings of the 2022 Conference on Empiri-
cal Methods in Natural Language Processing, pages
8438–8449, Abu Dhabi, United Arab Emirates. As-
sociation for Computational Linguistics.

https://aclanthology.org/2020.emnlp-main.599
https://aclanthology.org/2020.emnlp-main.599
https://aclanthology.org/2020.emnlp-main.599
https://openreview.net/forum?id=cO1IH43yUF
https://openreview.net/forum?id=cO1IH43yUF
https://aclanthology.org/2021.emnlp-main.727
https://aclanthology.org/2021.emnlp-main.727
https://aclanthology.org/2021.emnlp-main.727
https://aclanthology.org/2021.emnlp-main.672
https://aclanthology.org/2021.emnlp-main.672
https://doi.org/10.18653/v1/2021.acl-long.447
https://doi.org/10.18653/v1/2021.acl-long.447
https://aclanthology.org/2022.emnlp-main.577
https://aclanthology.org/2022.emnlp-main.577


A Additional Implementation Details

Implementation Package Our implementation
is based on PyTorch (Paszke et al., 2019) and Hug-
gingface Transformer (Wolf et al., 2019) frame-
work.

Model Details XLM-R base model, containing
270M parameters, is pretrained on 2.5TB of filtered
CommonCrawl on 100 languages. It contains 12
Transformer layers with hidden space dimensions
of 768 and 12 attention heads in each layer.

Computing Infrastructure All of our experi-
ments are conducted on a single Tesla V100-SXM2
32G. Gradient accumulation steps of 4 is used for
prompting to overcome resource limitations.

Hyperparameter Settings Our major hyperpa-
rameter settings follow Zhao and Schütze (2021).
A fixed learning rate (1e-5) is used for all of our
experiments without any learning rate schedule to
compare finetuning with prompting (Le Scao and
Rush, 2021). We use a smaller batch size of 8
for finetuning and prompting because it achieves
slightly better performance. We use the max se-
quence length of 256. The model is trained for 50
epochs and we select the checkpoint by validation
accuracy for testing as suggested in Mosbach et al.
(2021); Zhang et al. (2021a). The α value for β
distribution in prompt mixup is set to 1.2 for all of
the experiments.

Prompting The language sets L used for multi-
lingual verbalizers are determined by the language
availability of the dataset. Specifically, for XNLI,
L = {EN, AR, BG, DE, EL, ES, FR, HI, RU, SW,
TH, TR, UR, VI, ZH}. For PAWS-X, L = {EN,
DE, ES, FR, JA, KO, ZH}

For simplicity, the verbalizers of target lan-
guages are translated by Google Translate. Similar
with XNLI, we use "paraphrase → yes" and "non-
paraphrase → no" as the verbalizer of PAWS-X
in English. Table 6 presents the full multilingual
verbalizer we use for the PAWS-X dataset.

We discuss Universal Prompting across lan-
guages for multilingual sentence-pair classification
tasks in Section 2. Moreover, we believe the same
notion of alleviating source-target discrepancies in
terms of prompt template and verbalizer is gener-
ally applicable for cross-lingual tasks, which is left
for future work.

Language Verbalizer

EN Paraphrase → yes
Non-paraphrase → no

DE Paraphrase → Ja
Non-paraphrase → Nein

ES Paraphrase → sí
Non-paraphrase → no

FR Paraphrase → Oui
Non-paraphrase → non

JA Paraphrase →はい
Non-paraphrase →ない

ZH Paraphrase →是
Non-paraphrase →否

KO Paraphrase →예
Non-paraphrase →아니

Table 6: The multilingual verbalizer for PAWS-X.

Shots Method Accuracy

256 Universal Prompting 59.744.12
W/ TEMPLATE WORDS 57.012.64

512 Universal Prompting 73.011.52
W/ TEMPLATE WORDS 73.392.54

Table 7: The ablation study of the impact of removing
template words on PAWS-X. We calculate the average
accuracy over 7 languages. The standard deviation over
5 runs is reported as the subscript.

B Generalizability of Prompting Word
Removal

In Section 2, we show that by removing template
words, UP provides a more reasonable baseline for
cross-lingual prompting on XNLI. To see whether
such a removal generalizes to other cross-lingual
sentence-pair classification task, we also investi-
gate the impact of removing template words on
PAWS-X, as shown in Table 7. We find that UP
still performs reasonably well on PAWS-X with-
out template words. It was also shown in IV et al.
(2021) that hand-engineering prompt is less im-
portant when PLMs are finetuned for monolingual
tasks. Our UP generalizes this in cross-lingual
tasks.

C Performance with Standard Deviation

In Table 8 and 9, we show the performance with
standard deviation specifically in every language.
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