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Abstract

Multi-modal sarcasm detection has attracted
much recent attention. Nevertheless, the ex-
isting benchmark (MMSD) has some short-
comings that hinder the development of reli-
able multi-modal sarcasm detection system: (1)
There are some spurious cues in MMSD, lead-
ing to the model bias learning; (2) The negative
samples in MMSD are not always reasonable.
To solve the aforementioned issues, we intro-
duce MMSD2.0, a correction dataset that fixes
the shortcomings of MMSD, by removing the
spurious cues and re-annotating the unreason-
able samples. Meanwhile, we present a novel
framework called multi-view CLIP that is capa-
ble of leveraging multi-grained cues from mul-
tiple perspectives (i.e., text, image, and text-
image interaction view) for multi-modal sar-
casm detection. Extensive experiments show
that MMSD?2.0 is a valuable benchmark for
building reliable multi-modal sarcasm detec-
tion systems and multi-view CLIP can signifi-
cantly outperform the previous best baselines.

1 Introduction

Sarcasm detection is used to identify the real sen-
timent of user, which is beneficial for sentiment
analysis and opinion mining task (Pang and Lee,
2008). Recently, due to the rapid progress of so-
cial media platform, multi-modal sarcasm detec-
tion, which aims to recognize the sarcastic senti-
ment in multi-modal scenario (e.g., text and image
modalities), has attracted increasing research atten-
tion. Specifically, as illustrated in Figure 1, given
the text-image pair, multi-modal sarcasm detection
system predicts sarcasm label because the image
shows a traffic jam that contradicts the text “love
the traffic”. Unlike traditional sarcasm detection
task, the uniqueness of multi-modal sarcasm detec-
tion lies in effectively modeling the consistency and
sarcasm relationship among different modalities.

“Equally contributed authors.
t Corresponding author.

I love the traffic in this city so much ...

# traffic_jam

Figure 1: Multi-modal sarcasm example. Box and
words in red color denote the correlated sarcastic cues.
Word #traffic_jam with hash symbol # is a hashtag.

Thanks to the rapid development of deep neu-
ral networks, remarkable success has been wit-
nessed in multi-modal sarcasm detection. Specif-
ically, Schifanella et al. (2016) makes the first
attempt to explicitly concatenate the textual and
visual features for multi-modal sarcasm detection.
A series of works have employed attention mech-
anism to implicitly incorporate features from dif-
ferent modalities (Cai et al., 2019; Xu et al., 2020;
Pan et al., 2020). More recently, graph-based ap-
proaches have emerged to identify significant cues
in sarcasm detection (Liang et al., 2021, 2022; Liu
et al., 2022), which is capable of better capturing
relationship across different modalities, thereby
dominating the performance in the literature.

While current multi-modal sarcasm detection
systems have achieved promising results, it is un-
clear whether these results faithfully reflect the
multi-modal understanding ability of models. In
fact, when a text-modality only model RoBERTa is
applied to multimodal sarcasm detection, its per-
formance significantly surpasses the state-of-the-
art multi-modal model HKE (Liu et al., 2022) with
6.6% improvement (See Detailed Analysis § 4.3).
Such observation suggests that the performance of
current models may heavily depend on spurious
cues in textual data, rather than truly capturing the
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relationship among different modalities, resulting
in low reliability. Further exploration reveals that
the characteristics of the MMSD benchmark (Cai
et al., 2019) may be the cause of this phenomenon:
(1) Spurious Cues: MMSD benchmark has some
spurious cues (e.g., hashtag and emoji word) oc-
curing in an unbalance distribution of positive and
negative examples, which leads to the model bias
learning; (2) Unreasonable Annotation: MMSD
benchmark simply assigns the text without special
hashtag (e.g., #sarcasm, etc.) as negative examples
(i.e., not sarcastic label). We argue that this con-
struction operation is unreasonable because sen-
tence without #sarcasm tag can also express the
sarcastic intention. Take utterance in Figure 2 as
an example, the utterance without #sarcasm tag
still belong to the sarcastic sample. Therefore,
further chasing performance on current MMSD
benchmark may hinder the development of reliable
multi-modal sarcasm detection system.

Motivated by the above observation, we shift
our eyes from traditional complex network design
work (Cai et al., 2019; Liang et al., 2021, 2022) to
the establishment of reasonable multi-modal sar-
casm detection benchmark. Specifically, we in-
troduce MMSD?2.0 to address these problems. To
solve the first drawback, MMSD2.0 removes the
spurious cues (e.g., sarcasm word) from text in the
MMSD, which encourages model to truly capture
the relationship across different modalities rather
than just memorize the spurious correlation. Such
operation can benefit the development of bias mit-
igation in multi-modal sarcasm detection studies.
To address the second problem, we directly make
our efforts to re-annotate the unreasonable data.
Specifically, given each utterance labeled with “not
sarcastic” in the MMSD, we use crowdsourced
workers to check and re-annotate the label. This
correction process results in changes to over 50%
of samples in original MMSD.

In addition to the dataset contribution, we pro-
pose a novel framework called multi-view CLIP,
which can naturally inherit multi-modal knowl-
edge from pre-trained CLIP model. Specifically,
multi-view CLIP utilizes different sarcasm cues
captured from multiple perspectives (i.e., text, im-
age and text-image interaction view), and aggre-
gates multi-view information for final sarcasm de-
tection. Compared to previous superior graph-
based approaches, multi-view CLIP has the fol-
lowing advantages: (1) multi-view CLIP does not

require any image pre-processing step for graph
building (e.g., object detection); (2) multi-view
CLIP does not require any complex network archi-
tecture and can naturally make full use of knowl-
edge in VL pre-trained model for multi-modal sar-
casm detection.

Contributions of this work can be summarized
as follows:

* To the best of our knowledge, we make the
first attempt to point out the behind issues
in current multi-modal sarcasm benchmark,
which motivates researchers to rethink the
progress of multi-modal sarcasm detection;

* We introduce MMSD?2.0, a correction dataset
removing the spurious cues and fixing unrea-
sonable annotation, for multi-modal sarcasm
detection, which takes a meaningful step to
build a reliable multi-modal sarcasm system;

* We propose anovel multi-view CLIP frame-
work to capture different perspectives of im-
age, text and image-text interaction, which
attains state-of-the-art performance.

To facilitate future research, all datasets,
code are publicly available at https://github.com/
JoeYing1019/MMSD?2.0.

2 MMSD2.0 Dataset Construction

MMSD2.0 aims to solve two main shortcom-
ings of MMSD, which consists of (1) Spurious
Cues Removal (§2.1) and (2) Unreasonable
Samples Re-Annotation via Crowdsourcing
(§2.2). This section provides MMSD?2.0 dataset
construction in detail and the overall process is
illustrated in Figure 2.

2.1 Spurious Cues Removal

In our in-depth analysis, we observe that the spu-
rious cues come from two resources: (1) hashtag
words and (2) emoji words. Therefore, we will
remove the two resources, respectively.

Hashtag Word Removal. In MMSD, as shown
in Figure 3(a), we observe that distribution of hash-
tag word number in positive sample and negative
sample is obviously unbalanced. As seen, the num-
ber of hashtag words in positive sample is on av-
erage more than 1 while less than 1 in negative
samples in train, validation and test set. In other
word, model only need to learn spurious correla-
tion (hashtag word number) to make a correction
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Figure 2: Overall process of construction MMSD?2.0 dataset. Given the example in (a), Spurious Cues Removal
stage first remove the spurious cues in text including hashtag word (#terrible_food) and emoji word (emoji_39)
to acquire (b), then unreasonable samples re-annotation via crowdsourcing (human re-annotation) stage
re-annotates the unreasonable samples to get final reasonable example (c).
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Figure 3: Text analysis of MMSD dataset.

prediction rather than truly understand multi-modal
correlation in sarcasm detection.

To address the issue, we remove hashtag words
from text in the MMSD dataset. This allows the
model to capture image features and using them to
guide the final prediction, rather than relying on
the hashtag word number as a spurious cue.

Emoji Word Removal. Similarly, we find that
the distribution of emoji words between positive
and negative samples is also unbalanced. Specifi-
cally, as shown in Figure 3(b), only 19.3% of which
exist in both positive and negative samples while
the rest 80.7% of emoji words only appear in one
type of sample (e.g., positive sample or negative
sample). This indicates that model can simply use
emoji word distribution as a priority for predicting

rather than truly capturing multi-modal cues.

To tackle this issue, we remove all the emoji
words in text to force the model learning truly
multi-modal sarcasm features rather than relying
on spurious textual cues.

2.2 Unreasonable Samples Re-Annotation via
Crowdsourcing

This section consists of two stages for re-
annotation: (1) sample selection stage
to choose the unreasonable samples and (2)
re-annotation via crowdsourcing stage to
fix the unreasonable samples according to the sam-
ple selection stage.

Sample Selection Stage. MMSD simply consid-
ers the samples without special hashtags like “#sar-
casm” as negative sample (i.e., not sarcasm). In
this work, we argue that the process is unreasonable
because samples without #sarcasm tag can also ex-
press sarcasm intention. Therefore, we select all
negative samples in the MMSD dataset (over 50%)
as potentially unreasonable samples for further pro-
cessing.

Re-annotation via Crowdsourcing. For all se-
lected samples in sample selection stage, we
directly re-annotate them via crowdsourcing by
hiring human experts. Given a sample, each an-
notator is required to annotate with labels among:
(i) Sarcasm: if the sample express sarcasm inten-
tion; (ii) Not Sarcasm: if the sample not express
sarcasm intention; (iii) Undecided: if the sample
is hard to decide by the annotator.

After the whole annotation is done, the sam-
ples with label Undecided is re-annotated again by
three experts to decide the final annotation.
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MMSD/MMSD?2.0 Train Validation Test

Sentences 19,816/19,816  2,410/2,410  2,409/2,409 most beautiful an 4
Positive 8,642/9,572 959/1,042 959/1,037 campus in the —8 S
Negative 11,174/10,240  1,451/1,368  1,450/1,372 country . § =

Table 1: Comparison between MMSD and MMSD?2.0.

2.3 Quality Control and Data Statistics
2.3.1 Quality Control

To control quality of the annotated dataset, we con-
duct two verification methods.

Onboarding Test. Before the whole annotation
work, we require all the annotators to annotate 100
reasonable samples selected by model and the an-
notation result will be checked by 3 experts. Only
those who achieve 85% annotation performance
can join the annotation process.

Double Check. We randomly sample 1,000 an-
notated samples and ask another new annotator to
re-annotate sarcasm label. Then, we calculated
the Cohen’s Kappa (McHugh, 2012) between the
previous labels and new labels. Finally, we get a
kappa of 0.811 indicating an almost perfect agree-
ment (Landis and Koch, 1977).

2.3.2 Data Statistics

Table 1 provides a detailed comparison of the statis-
tics of the MMSD and MMSD?2.0 datasets. We can
observe that the distribution of positive and nega-
tive samples in MMSD?2.0 is more balanced.

3 Approach

This section first describes the basic architecture
for CLIP (§3.1) and then illustrates the proposed
multi-view CLIP framework (§3.2).

3.1 CLIP

CLIP (Contrastive Language-Image Pretrain-
ing) (Radford et al., 2021), a powerful vision-and-
language pre-trained model, has shown remarkable
success on various VL downstream tasks (Conde
and Turgutlu, 2021; Fu et al., 2022; Zhou et al.,
2022). As shown in Figure 4 , CLIP contains a
visual encoder V and a text encoder T where for-
mer usually adopts ResNet (He et al., 2015) or
ViT (Dosovitskiy et al., 2021) and the latter em-
ploys transformer (Vaswani et al., 2017) as back-
bone. After representation acquired by T and V, a
dot-product function (T(-) - V(+)) is further used to
calculate the similarity of the given image and text

Figure 4: CLIP model.

and the highest score indicates the corresponding
text and image is matched.

3.2 Multi-View CLIP

We introduce a novel multi-view CLIP frame-
work for multi-modal sarcasm detection. Our
framework consists of text view (§3.2.1), im-
age view (§3.2.2) and image-text interaction view
(§3.2.3), which explicitly utilize different cues
from different views in CLIP model, thereby better
capturing rich sarcasm cues for multi-modal sar-
casm detection. The overall framework is shown in
Figure 5.

3.2.1 Text View

A series of works (Xiong et al., 2019; Babane-
jad et al., 2020) have shown textual information
can be directly used for performing sarcasm detec-
tion. Therefore, we introduce a text view module
to judge the sarcasm from text perspective.

Given samples D = {(z?, y("))}?g where
{x,y} is a text-image pair, CLIP text encoder T is
used to output encoding representations 7'

T: (t17"'atn7tCLS) :T(w)v (1)
where n stands for the sequence length of «.

Then, text-view decoder directly employ tcrs
for multi-modal sarcasm detection:

y' = softmax(Wtcrs + b), 2)

where ¥ is output distribution.

3.2.2 Image View

Image information can be considered as a textual
supplement feature for sarcasm detection (Schi-
fanella et al., 2016) , which motivates us to propose
an image CLIP view module to detect the sarcasm
from image perspective.
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Figure 5: The overall framework of our multi-view CLIP. A pre-trained CLIP model encodes the inputs texts and
images. Image view and text view utilize the information of image-only and text-only to capture sarcasm cues.
Image-text interaction view fuses the cross-modal information. The three views is aggregated for final prediction.

Specifically, image view CLIP first leverage vi-
sual encoder V to generate image representation:

I= (’UCLs,’Ul,...,Um) :V(y), (3)
where m denotes the number of image patches.
Similarly, vcrs is used for prediction:
y" = softmax(Wwocrs + b), 4)

where y is output distribution.

3.2.3 Image-text Interaction View

Modeling relationship across text and image modal-
ity is the key step to multi-modal sarcasm detection.
We follow Fu et al. (2022) to use a transformer
encoder (Vaswani et al., 2017) for sufficiently cap-
turing interaction across different modalities.
Specifically, given the yielded text representation
T and image representation I, we first concat them
using F = (’UCLS, Uiy-. .. ,vm,tl, Ce 7tn7tCLS) =
Concat(T', I). Then, we apply different linear func-
tions to obtain the corresponding queries @, keys
K and values V, and the updated representation

F can be denoted as F' = softmax (LKT> Vv,

Vi
where dj, is the mapped dimension.

Given the updated image-text representation F
= (dcLs, D1, -+ -y Oy E1s - - -, Eny EoLs ), We use key-
less attention mechanism (Long et al., 2018) to
further fuse the image-text interaction feature f by
calculating:

f
P+, Pv

pidcLs + pyders, o)
softmax(W (cvs, dcLs) + b). (6)

Finally, f is utilized for prediction:

y/ = softmax(W f + b), 7

where y/ is output distribution.

3.3 Multi-view Aggregation

Given the obtained y*, y*, y7, we adopt a late fu-
sion (Baltrusaitis et al., 2019) to yield the final
prediction y°:

v =y +y' +v/, ®)
where y° can be regarded as leveraging rich fea-
tures from different perspectives of text view, im-

age view and image-text interaction view.

3.4 Model Training

We use a standard binary entropy loss for image,
text, and image-text interaction view, and a joint
optimization for training the entire framework:

L= > (9 log(y)+ (1—9")log(l - (¥)),

i€{t,v,f}

©)

where ' is the gold label. It is worth noting that

we can directly use the final gold label for training
image-view CLIP and text-view CLIP, which does
not bring any annotation burden.

4 Experiments

4.1 Experimental Settings

We conduct experiments on MMSD (Cai et al.,,
2019) and MMSD2.0. We implement our model
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Model MMSD MMSD2.0
Acc.(%) P (%) R (%) Fl (%) | Acc. (%) P (%) R (%) Fl (%)
Text-modality Methods
TextCNN (Kim, 2014) 80.03 7429 7639 7532 71.61 64.62 7522 69.52
Bi-LSTM (Graves and Schmidhuber, 2005) | 81.90  76.66 78.42 7753 72.48 68.02 68.08 68.05
SMSD (Xiong et al., 2019) 8090 7646 75.18 75.82 73.56 68.45 7155 69.97
ROBERTa' (Liu et al., 2019) 93.97 9039 9459 9245 79.66 76.74 75,70  76.21
Image-modality Methods
ResNet (He et al., 2015) 64.76 5441 7080 61.53 65.50 61.17 5439 57.58
ViT (Dosovitskiy et al., 2021) 67.83 5793 70.07 63.40 72.02 65.26 74.83 69.72
Multi-Modality Methods
HFM (Cai et al., 2019) 83.44 7657 84.15 80.18 70.57 64.84 69.05 66.88
D&R Net (Xu et al., 2020) 84.02 7797 8342 80.60 - - - -
Att-BERT (Pan et al., 2020) 86.05 80.87 85.08 82.92 80.03 76.28 77.82 77.04
InCrossMGs (Liang et al., 2021) 86.10 8138 84.36 82.84 - - - -
CMGCN (Liang et al., 2022) 86.54 - 82.73 79.83 75.82  78.01  76.90
HKE (Liu et al., 2022) 8736  81.84 86.48 84.09 76.50 7348 71.07 72.25
Multi-view CLIP 88.33  82.66 88.65 85.55 85.64 80.33 88.24 84.10

Table 2: Main Results. Baseline results on dataset MMSD are taken from Liu et al. (2022). Results with - denote
the code is not released. Results with t stand for that we re-implement the model.

based on the Huggingface Library (Wolf et al.,
2020) and adopt clip-vit-base-patch32 as
backbone. We use AdamW (Loshchilov and Hutter,
2019) as optimizer to optimize the parameters in
our model. The batch size and epoch for training
are 32 and 10, respectively. The learning rate for
CLIP is 1e® and for the other parts is 5e4. We
select all hyper-parameters from the validation set.
All experiments are conducted at Tesla V100s.

4.2 Baselines

Following Liu et al. (2022), we explore three type
of baselines: (i) text-modality methods, (i1) image-
modality methods and (iii) multi-modality methods.

(i) For text-modality methods, we employ (1)
TextCNN (Kim, 2014) (2) Bi-LSTM (Graves and
Schmidhuber, 2005) (3) SMSD (Xiong et al., 2019)
and (4) RoBERTa (Liu et al., 2019).

(i1) For image-modality methods, our exploration
including: (1) ResNet (He et al., 2015) and (2)
ViT (Dosovitskiy et al., 2021), which are widely
used backbone in CLIP.

(iii) For multi-modality methods, we compare
multi-view CLIP with the following state-of-the-
art baselines: (1) HFM (Cai et al., 2019) is a hi-
erarchical fusion model for multi-modal sarcasm
detection; (2) D& Net (Xu et al., 2020) proposes a
decomposition and relation network to model cross-
modality feature; (3) Att-BERT (Pan et al., 2020)
applies two attention mechanisms to model the text-
only and cross-modal incongruity, respectively; (4)
InCrossMGs (Liang et al., 2021) is a graph-based
model using in-modal and cross-modal graphs to

capture sarcasm cues; (5) CMGCN (Liang et al., 2022)
proposes a fine-grained cross-modal graph architec-
ture to model the cross modality information; (6)
HKE (Liu et al., 2022) is a hierarchical graph-based
framework to model atomic-level and composition-
level congruity. For a fair comparison, CMGCN and
HKE are the versions without external knowledge.

4.3 Performance on MMSD

Following Liu et al. (2022), we adopt accuracy
(Acc.), F1 score (F1), precision (P) and recall (R)
to evaluate the model performance.

Table 2 (left part) illustrates the results on
MMSD. We have the following observations: (1)
Text-modality methods achieve promising perfor-
mance and RoBERTa even surpasses multi-modality
approaches, which indicates the sarcasm detec-
tion model can only rely on the text features to
make a correct prediction, supporting the motiva-
tion of our work; (2) In multi-modality approaches,
multi-view CLIP attains the best results, demon-
strating the effectiveness of integrating features
from different modality views.

4.4 Performance on MMSD2.0

Table 2 (right part) presents the results on
MMSD?2.0. As seen, we have the following ob-
servations: (1) Compared with the MMSD dataset,
performance of all the baselines has decreased in
different degrees on MMSD2.0 dataset. Especially
the single-modality model RoBERTa’s performance
decrease by 16.24% on F1 score. This indicates
that MMSD?2.0 successfully removes the spurious
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Model | Acc.(%) P(%) R(%) Fl1(%)

Ours 85.64 80.33 88.24 84.10
w/o L7 | 84.18 80.60 83.32 81.93
wlo Ly | 83.69 7697 88.62 82.38
wlo Lr | 8244 7380 91.80 81.82

Table 3: Ablation study of multi-view CLIP on
MMSD2.0.

cues and can be used for a more reliable bench-
mark; (2) Additionally, the previous graph-based
baselines such as CMGCN and HKE do not make good
performance on MMSD?2.0, even worse than the
Att-BERT. We attribute it to the fact that such
graph-based approaches highly rely on the spu-
rious cues (e.g., hashtag and emoji word) when
constructing the text semantic dependency graph,
which cannot be accessed in MMSD?2.0; (3) Lastly,
multi-view CLIP not only attains the best results
in multi-modality approaches but also in both text
and image modality approaches, which further ver-
ifies the effectiveness of our framework.

4.5 Analysis

To understand the multi-view CLIP in more
depth, we answer the following research questions:
(1) Does each modality view contribute to the over-
all performance of the model? (2) What effect do
the training strategies of CLIP have on the model
performance? (3) What impact do different interac-
tion approaches have on the model performance?
(4) Does the multi-view CLIP approach remain
effective in low-resource scenarios? (5) Why does
the multi-view CLIP work?

4.5.1 Answerl: All Views Make Contribute
To Final Performance

To analyze the effect of different modality views
of our framework, we remove the training object
of text view L7, image view £y and image-text
interaction view L x separately.

Table 3 illustrates the results. We can observe
the accuracy decrease by 1.46%, 1.95% and 3.20%
when removing L7, Ly and L r, respectively. As
seen, our framework attains the best performance
when combining all these views. This suggests
that all views in our framework make contribute
to the final performance. It is worth noting that
the removal of Lr leads to a significant perfor-
mance drop, which suggests that modeling the
multi-modality interaction features is crucial for
multi-modal sarcasm detection.

90 | | —
Acc.(%) LI F1(%)
85.64
85 784 7283 - 84. Bo - 84. 9383 - 841 |

SO B R |

preeze A Gieeze VE F(eeze TE Full Fmemﬂed

Figure 6: Different fine-tuning methods. Freeze All
stands for both V and T are frozen, Freeze VE and
Freeze TE indicate V and T are frozen respectively, and
Full Finetuned means the whole CLIP is trainable.
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81.26
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Figure 7: Different interaction methods. Cross attention
is based on self-attention but obtains query from one
modality and key, value from another modality. MLP
denotes applying a feed-forward layer after concatenat-
ing the information from different modalities.

4.5.2 Answer2: Full Finetuned Gains The
Best Performance

To investigate the influence of training methods of
backbone network CLIP, we conduct experiments
on different training combination of V and T.

The results are shown in Figure 6. It reveals
that full finetuning of CLIP leads to the best perfor-
mance. An interesting observation is that freezing
all of CLIP leads to almost the same performance
as freezing only T or V. This can be attributed to
the fact that the text and image representations in
CLIP are aligned, and only training a single part
can break this alignment property.

4.5.3 Answer3: Transformer Interaction Fuse
Cross-modal Information Deeper

To further verify the effectiveness of our frame-
work, we explore different interaction methods in
text-image interaction view, including cross atten-
tion (Pan et al., 2020) and the MLP approach which
concatenates information from different modalities
and uses feedforward layer to fuse them.

Figure 7 illustrates the results. We can observe
that our transformer interaction is more efficient
than other two interactions. We attribute it to the
fact that the transformer interaction is able to fuse
the information from different modals in a more
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Figure 8: Low-Resource Performance.

depth way, hence attaining the best performance.

4.5.4 Answerd4: Multi-view CLIP can
Transfer to Low-resource Scenario

To explore the effectiveness of multi-view CLIP
in low-resource scenario, we experiment with dif-
ferent training sizes including 10%, 20% and 50%.

The results are shown in Figure 8, indicating that
the multi-view CLIP approach still outperforms
other baselines in low-resource settings. In partic-
ular, when the data size is 10%, the multi-view
CLIP approach outperforms the baselines by a large
margin in the same setting, and even surpasses
Att-BERT when trained on the full dataset. We at-
tribute this to the fact that the knowledge learned
during the CLIP pre-training stage can be trans-
ferred to low-resource settings, indicating that our
framework is able to extract sarcasm cues even
when the training corpus is limited in size.

4.5.5 Answer5: Multi-view CLIP Utilize
Correct Cues

To further explain why our framework works, we
visualize the attention distribution of visual encoder
V to show why our framework is effective for multi-
modal sarcasm detection.

As shown in Figure 9, our model can success-
fully focus on appropriate parts of the image with
sarcasm cues. For example, our framework pays
more attention on the no-fresh beans in Figure 9(a),
which as the important cues to contradicted with
“fresh” in text. Meanwhile, our framework focus
on the bad weather regions in Figure 9(b), which
also an important cues incongruent with “amazing’
in text. This demonstrates that our framework can
successfully focus on the correct cues.

’

5 Related Work

Sarcasm detection identifies the incongruity of sen-
timent from the context, which first attracts atten-
tion in text modality. Early studies focused on
using feature engineering approaches to detect in-

(a) <user> good to see you
keep your beans fresh ...

(b) weather 's looking amazing
today ...

Figure 9: Visualization.

congruity in text (Lunando and Purwarianti, 2013;
Bamman and Smith, 2015). A series of works (Po-
ria et al., 2016; Zhang et al., 2016; Xiong et al.,
2019) explored deep learning network (e.g., CNN,
LSTM and self-attention) for sarcasm detection.
Babanejad et al. (2020) extended BERT by incor-
porating into it effective features for sarcasm detec-
tion. Compared to their work, we aim to solve sar-
casm detection in the multi-modal scenario while
their work focus on text sarcasm detection.

As the rapid popularization of social medial plat-
form, multi-modal sarcasm detection attracts in-
creasing research attention in recent years. Schi-
fanella et al. (2016) explored the multi-modal sar-
casm detection task for the first time and tackled
this task by concatenating the features from text
and image modalities respectively. Cai et al. (2019)
proposed a hierarchical fusion model to fuse the in-
formation among different modalities and resealed
a new public dataset. Xu et al. (2020) suggested
to represent the commonality and discrepancy be-
tween image and text by a decomposition and re-
lation network. Pan et al. (2020) implied a BERT
architecture-based model to consider the incon-
gruity character of sarcasm. Liang et al. (2021) ex-
plored constructing interactive in-modal and cross-
modal to learn sarcastic features. Liang et al.
(2022) proposed a cross-modal graph architecture
to model the fine-grained relationship between text
and image modalities. Liu et al. (2022) proposed
a hierarchical framework to model both atomic-
level congruity and composition-level congruity.
In contrast to their work, we make the first attempt
to address the bias issues in traditional MMSD
dataset, towards to building a reliable multi-modal
sarcasm detection system. In addition, we intro-
duce MMSD2.0 to this end, aiming to facilitate
the research. To the best of our knowledge, this is
the first work to reveal the spurious cues in current
multi-modal sarcasm detection dataset.

10841



6 Conclusion

This paper first analyzed the underlying issues in
current multi-modal sarcasm detection dataset and
then introduced a MMSD2.0 benchmark, which
takes the first meaningful step towards building
a reliable multi-modal sarcasm detection system.
Furthermore, we proposed a novel framework
multi-view CLIP to capture sarcasm cues from
different perspectives, including image view, text
view, and image-text interactions view. Experi-
mental results show that multi-view CLIP attains
state-of-the-art performance.

Limitations

This work contributes a debias benchmark
MMSD2.0 for building reliable multi-modal
sarcasm detection system. While appealing,
MMSD?2.0 is built on the available MMSD bench-
mark. In the future, we can consider annotating
more data to break through the scale and diversity
of the original MMSD.

Ethics Statement
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