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Abstract

Re-rankers, which order retrieved documents
with respect to the relevance score on the given
query, have gained attention for the informa-
tion retrieval (IR) task. Rather than fine-tuning
the pre-trained language model (PLM), the
large-scale language model (LLM) is utilized
as a zero-shot re-ranker with excellent results.
While LLM is highly dependent on the prompts,
the impact and the optimization of the prompts
for the zero-shot re-ranker are not explored yet.
Along with highlighting the impact of optimiza-
tion on the zero-shot re-ranker, we propose
a novel discrete prompt optimization method,
Constrained Prompt generation (Co-Prompt),
with the metric estimating the optimum for re-
ranking. Co-Prompt guides the generated texts
from PLM toward optimal prompts based on
the metric without parameter update. The ex-
perimental results demonstrate that Co-Prompt
leads to outstanding re-ranking performance
against the baselines. Also, Co-Prompt gen-
erates more interpretable prompts for humans
against other prompt optimization methods.

1 Introduction

Information retrieval (IR) is the task of searching
for documents relevant to a given query from a
large corpus. As re-ranking the fetched documents
from the retriever effectively enhances the perfor-
mance and the latency, recent studies have sug-
gested several kinds of re-rankers by fine-tuning
pre-trained language models (PLM) (Nogueira
and Cho, 2019; Nogueira et al., 2020). Further-
more, Sachan et al. (2022) show that large-scale
language models (LLMs) such as GPT-3 (Brown
et al., 2020) can be exploited as a zero-shot re-
ranker with the prompt describing the task. They
also highlight the importance of an appropriate
prompt to elicit the full performance of LLMs,
rather than updating the parameters. They choose
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Figure 1: An overview of the constrained prompt gener-
ation process.

an optimal prompt among the handcrafted candi-
dates by cross-validation. However, such a manual
search for the discrete prompts is highly expensive
and sub-optimal in transferability.

To resolve the issue, several methods are pro-
posed for automatically optimizing the discrete
prompt. They focus on text classification or mask-
filling task while underestimating the open-ended
generation (Shin et al., 2020; Gao et al., 2021;
Prasad et al., 2022). Recently, Deng et al. (2022)
address the discrete prompt optimization applicable
to generation tasks with reinforcement learning by
designing the reward function, which measures the
generated text belonging to a discrete label. Since
there are tasks that are still not aligned, requiring
a continuous score of output, we aim at a prompt
optimization for one of such tasks: re-ranking.

In this paper, we propose Constrained Prompt
generation, Co-Prompt, as left-to-right discrete
prompt optimization without additional model
training. By defining the metric of prompt opti-
mum for re-ranking, we interpret the searching
process of the optimal prompt as constrained gen-
eration with two modules: a zero-shot re-ranker
as a discriminator and any decoder-only PLM as
a generator. The discriminator calculates the like-
lihood (i.e., metric) that the prompt sequence is
optimal for guiding an LLM to distinguish relevant
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documents among the large set for a given query.
The generator samples the prompt tokens having a
high prior from the previous prompt sequences for
effectively restricting the prompt candidates for dis-
criminator to evaluate. An overview of Co-Prompt
is shown in Figure 1.

We validate our method, Co-Prompt, against
other optimization baselines on two LLMs,
TO (Sanh et al., 2022) and OPT (Zhang et al.,
2022), with two benchmark datasets, MS-
MARCO (Nguyen et al., 2016) and Natural Ques-
tion (Kwiatkowski et al., 2019). Experimental re-
sults show that Co-Prompt consistently generates
well-performing prompts regardless of LLMs and
datasets over the baselines. The qualitative analy-
ses also support the interpretability of the prompts
generated by Co-Prompt, similar to human lan-
guage patterns.

Our contributions in this work are threefold:

* We highlight the impact of optimal prompt on
a zero-shot re-ranker by exploiting the opti-
mization methods.

* We propose Co-Prompt, a novel discrete
prompt optimization via constrained gener-
ation for a zero-shot re-ranker.

* We experimentally show that Co-Prompt con-
sistently guides the re-ranker well against the
baselines and its output is similar to human
language patterns.

2 Related Work

Document Ranking with Generative Model
Using the generative model is one of the dominant
methods for ranking the retrieved documents by
defining the relevance score as the query likelihood
score (Nogueira dos Santos et al., 2020; Ju et al.,
2021). More recently, Sachan et al. (2022, 2023)
showed that the LLM serves as either a zero-shot
re-ranker or a training module of an unsupervised
dense retriever. However, unlike ours, they require
carefully designed manual prompts, which may
have a limitation in transferability.

Prompt Optimization As prompting is consid-
ered a key variable when exploiting LL.Ms for var-
ious NLP tasks, finding the optimal prompt has
become important to get the best performance out
of the LLMs (Kojima et al., 2022; Xie et al., 2022).
Recently, the prompt optimization work has fo-
cused on discrete prompt search (Shin et al., 2020;
Gao et al., 2021; Deng et al., 2022) or soft prompt

learning over a continuous space (Liu et al., 2021;
Qin and Eisner, 2021; Lester et al., 2021). While
the existing optimization methods mainly consider
text classification or mask-filling task, their appli-
cability to re-ranking is yet underexplored. In this
paper, we target at optimizing discrete prompts for
zero-shot re-ranker to get higher relevance scores
for more relevant pairs via constrained generation.

Constrained Generation Constrained genera-
tion aims at deriving the text sequences that fol-
low a certain constraint (Keskar et al., 2019). Uti-
lizing a discriminator for guiding the generation
toward the constraint via the Bayes’ rule is one
of the widely used constraint generation meth-
ods (Dathathri et al., 2020; Krause et al., 2021;
Chaffin et al., 2022). Inspired by the effectiveness
of the discriminator-based method, we adopt the
zero-shot re-ranker as a discriminator when gener-
ating optimal discrete prompt sequences.

3 Method

3.1 Preliminaries

An LLM re-ranks the retrieved document d con-
cerning the relevance score with a given query ¢ as
the query generation score:

log P(d|q) o log P(q|d, p)
1

1
ZHZIOgP(qt|q<t7d7p)7 ( )
t

where |¢| denotes the token length of the query ¢
and p is a natural language prompt guiding an LLM
to generate the query ¢g. Since the prompt p is the
only controllable variable in Equation 1, searching
for an optimal prompt is a simple yet effective way
to enhance the performance of LLMs. Thus, in this
work, we focus on a prompt optimization strategy.

3.2 Constrained Prompt Generation

We define the optimal prompt p* for the re-ranker
which maximizes the query generation scores:

p" = argmax B, q,)en[P(qildi, p)]; 2)
P

where D is the dataset for the retriever, consisting
of pairs of a query and its relevant document.

We solve the task of searching the optimal
prompt p* for the document-query pair dataset D
with discriminator-based constrained generation.
The generation is guided by the Bayes’ rule:

P(pt| D, p1:t—1) o< Pup (Ds|p:) Parg (ptlpr:e-1),  (3)
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Algorithm 1: Co-Prompt: a beam search-based prompt generation algorithm
with a discriminator and a generator. D g: document-query pairs, B: beam
width, L: maximum prompt length, N: the number of final prompts, V:
vocabulary set

Require: D, B, L,V
begin

P; <« {Start-Token}

foreach p1.+ € Py do
Sip1 topK
K=B,pt41€
Pii1 < PrpaU{pr:e41lp1:¢@peq1 € St}
end
Py

VPZMG (pet1lp1:t)

topK Prrp (Dslpiit+1)
K=B,p1:¢441€P¢41
end
P Uen, )Pt
R« topK  Puyp,(Dslp)
K=N,pEP
return R

end

where Mp is a zero-shot re-ranker serving as a
discriminator, Mg is a decoder-only PLM as a
generator, and Dy is a dataset sampled from D.

Discriminator The discriminator Mp measures
how effectively the prompt sequence p;.; guides
the zero-shot re-ranker to generate the query from
the given document by computing the likelihood
Pur, (Dglp), defined as the expectation of rele-
vance score between document-query pairs (g;, d;)
of the sampled dataset D, with the prompt p:

Parp (Dslp) = Ea, q0)ep, [Prp (aildi, p)l. (4

We use this likelihood as the metric for prompt
optimum. The other option of Py, is shown in
Appendix B.1.

Generator The generator M samples the pool
of prompts to be evaluated by a discriminator since
computing Equation 3 of all possible tokens in the
vocabulary requires a prohibitively high computa-
tional cost. The decoder-only PLM is exploited
to sample prompt tokens p; having a high prior
Phr, (pt|p1:4—1) in a zero-shot manner.

We combine these modules to optimize the
prompt by iteratively performing two steps: candi-
date generation and evaluation. We choose to use
a beam search as a decoding strategy for left-to-
right prompt generation. The detailed steps of the
decoding strategy are shown in Algorithm 1.

4 Experimental Setups

We describe the experimental setups for validating
the performance of the prompts. Our code is pub-
licly available at github.com/zomss/Co-Prompt.

Datasets We employ two information retrieval
datasets: 1) MS-MARCO (Nguyen et al., 2016),
collected from the Bing search logs, and 2) Nat-
ural Question (NQ, Kwiatkowski et al. (2019)),

NQ MS-MARCO

BM25 | DPR BM25 | DPR
ACC@k(—) | 20 100 | 20 100 | 20 100 | 20 100
Only Retriever | 629 783 | 792 857 | 480 667 | 375 555
TO-3B Re-ranker
Null Prompt 731 828 | 785 866 | 532 727 | 515 680
P-tuning 728 827| 791 870 | 541 725 | 525 682
RL Prompt 747 834 | 799 874 | 609 774 | 571 712
Manual Prompt 757 838 | 813 878 | 606 779 | 577 720
Co-Prompt (Ours) 750 838 | 804 877 | 619 78.0 | 58.0 71.7
OPT-2.7B Re-ranker
Null Prompt 705 819 | 763 861 | 504 717 | 50.1  68.1
P-tuning 712 828 | 783 875 | 565 755 | 546 69.9
RL Prompt 725 829 | 791 874 | 592 767 | 563 7Ll
Manual Prompt 73.1 833 | 789 872 | 553 746 | 543 70.1
Co-Prompt (Ours) 752 841 | 802 881 | 593 772 | 564 713
Table 1: ACC@k of the re-ranked result with the

prompts when £ is 20 and 100. The best scores are
marked in bold, and the next ones are underlined.

fetched from Google search engines. We only use
the document data of the dataset for evaluation.
More information is shown in Appendix A.1.

Evaluation Metrics We evaluate the results by
two metrics, ACC and nDCG. 1) ACC is the per-
centage of the relevant documents in the total re-
trieved ones. 2) nDCG, normalized discounted
cumulative gain, reflects that the more relevant doc-
uments should record higher ranks.

Retriever & Re-ranker We select two widely
used sparse and dense retrievers as our retriev-
ers, which are 1) BM25 (Robertson and Zaragoza,
2009) and 2) DPR (Karpukhin et al., 2020), re-
spectively. For the zero-shot re-ranker, we use 1)
TO (Sanh et al., 2022) and 2) OPT (Zhang et al.,
2022). We describe more detailed information in
Appendix A.3 and A 4.

Prompt Baselines We compare Co-Prompt
against four baselines: 1) Null Prompt is an empty
prompt without any token. 2) P-Tuning is a soft
prompt optimization method that yields prompt
embeddings from the prompt encoder (Liu et al.,
2021). 3) RL-Prompt is a discrete prompt opti-
mization method by training policy network (Deng
et al., 2022). Note that we modify RL-Prompt and
P-Tuning applicable to the re-ranking task. 4) Man-
ual Prompt, suggested by Sachan et al. (2022), is
given as "Please write a question based on this
passage", following the assumption that it is one of
the best prompts that humans can find. Last, 5) Co-
Prompt, our proposed method, is a discrete prompt
optimization method in left-to-right zero-shot gen-
eration. The implementation details of baselines
are shown in Appendix A.5S.
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Retriever Prompt MS-MARCO NQ
\Re-ranker P! Instruction Prompt ‘ nDCG Instruction Prompt ‘ nDCG
BM25 - | - | 252 | - | 202
Manual Prompt "Please write a question based on this passage" 28.7 "Please write a question based on this passage" 279
RL-Prompt "questions answers key question defining" 31.5 " poll trivia trivia wondered asking" 272
OPT "Please tell thate is the first question asked on Google for" 31.9 "Please post your question again when its not just about" 30.6
"Score! What are all 3 things, the first is" 30.2 "Score the top 5 things on this sub reddit for" 29.3
Co-Prompt "This looks like the same as every "what are the" 30.5 "This post should be titled as" 31.2
"What are some common questions asked on the internet 30.3 "How do i find the name on google, and" 29.1

about"

Table 2: Comparison of different discrete prompts and evaluation on the top-20 documents retrieved by BM25. The

best results of each re-ranker are marked in bold.

Retriever Prompt MSMARCO

\Re-ranker \Generator nDCG @20 nDCG @100

BM25 - \ 22.84 28.70
GPT2-Base 30.76 36.44

TO GPT2-Large 3111 36.79
GPT2-XL 29.86 35.71

Table 3: Comparison between the prompts from the
different generators. The best results are marked in
bold.

Implementation Details The discriminator Mp
is the same model as the zero-shot re-ranker. Since
the generator M should be a decoder-only model,
in the case of TO, GPT2-Large (Radford et al.,
2019) is utilized as the generator. OPT, a decoder-
only model, is used as both the discriminator and
the generator. We use the start token as "Please"
for a direct comparison with the manual prompt
and fix the beam width B as 10 and the maximum
prompt length L as 10 in our experiment.

Environment We conduct all experiments includ-
ing prompt searching and document re-ranking on
V100 32GB GPUs. We use BEIR (Thakur et al.,
2021) framework! for re-ranked result evaluation
and passage retrieval datasets. Also, the retrievers,
BM25 and DPR, are from the same framework. We
employ TO and OPT with 3B and 2.7B parameters
each for the discriminator and the re-ranker pub-
licly open on the Huggingface model hub? (Wolf
et al., 2020).

5 Result

In this section, we show the overall results of our
method, Co-Prompt, with a detailed analysis.

Overall Results  As shown in Table 1, Co-prompt
consistently shows a robust performance gain in
all scenarios, regardless of LLLM, the dataset, and
the retriever. Specifically, Co-Prompt, applied to
OPT, achieves better results than the other methods.
This indicates that the prompts generated by our

1http://beir.ai/
2https ://huggingface.co/models
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Figure 2: Distributions of relevance scores between
document-query pairs. The positive pairs mean relevant
ones and the negative pairs irrelevant.

method are more appropriate to play the role of
an instruction to guide LLMs against other prompt
optimization methods. More detailed results of re-
ranked performance with various metrics are shown
in Appendix B.3.

Impact of Start Tokens We exploit other op-
tions of start token such as "Score" and "This" as
shown in Table 2. Regardless of the start tokens,
Co-Prompt consistently generates prompts eliciting
the performance of LLM efficiently. However, we
observe that finding the optimal start token for the
dataset is important to achieve better results.

Impact of Generator As shown in Table 3, even
if different generators are used, the generated
prompts by different generators guide the zero-shot
re-ranker efficiently. Still, the differences in per-
formance are caused by a vocabulary mismatch
between the two modules. We see that, although
our method does not vary significantly in perfor-
mance to the generator, a more suitable generator
may be necessary for better results.

Relevance Score We analyze the distributions
of relevance scores between positive or negative
document-query pairs. As the negative documents
for a given query are retrieved from BM25, the
negative ones are related to the query but unable
to directly find the answer. As shown in Figure 2,
we point out that the distribution difference exists
between pairs despite some overlap. Also, an LLM

963


http://beir.ai/
https://huggingface.co/models

can distinguish which pair is positive, even without
a prompt. However, we observe that the effect of
discrete prompt optimization on the zero-shot re-
ranker is in the direction of increasing the mean
and variance of the relevance score.

Case Study of Prompts Table 2 shows the dis-
crete prompts generated by our method and discrete
prompt baselines when exploiting OPT as a re-
ranker. While the prompts from the RL-prompt are
ungrammatical gibberish close to a random word
sequence, our method, Co-Prompt, generates in-
terpretable prompts for humans, following human
language patterns, and surpasses the performance
of the other discrete prompts. Also, the word ‘ques-
tion’, one of the keywords describing the task, is
included in the prompts from Co-Prompt regardless
of the datasets. This implies that the prompts from
our method can provide a natural user interface
to improve human understanding of how LLMs
work. See Appendix B.3 for more examples of
Co-Prompt.

6 Conclusion

In this paper, we propose Co-Prompt, left-to-right
prompt optimization for zero-shot re-ranker via
constrained generation. Co-Prompt effectively re-
stricts prompt candidates and evaluates the opti-
mum of these prompts without any parameter up-
dates. We experimentally show that our method
achieves consistently outperforming performance
across all experiments. Also, the impact of prompt
optimization including baselines on the zero-shot
re-ranker highlights its importance. We also
present an interesting outcome in that the optimal
prompt is interpretable for human. For future work,
we plan to expand our method to other open-ended
generation tasks using LLMs.

Limitations

As shown in Table 1, our method is experimen-
tally demonstrated to be effective for two LLMs.
However, OPT, a decoder-only model, is more
suitable for the prompts generated by Co-Prompt.
This seems to be because TO, the encoder-decoder
model, requires a separate generator such as GPT-
2. The performance of prompts may vary to the
generator involved in the vocabulary and training
process. Also, there is a trade-off between search
time and performance. While increasing the beam
size and the number of document-query pairs en-
hances the probability of finding a more optimal

prompt, it makes the search time proportionally
longer.

Ethics Statement

Our work contributes to enhancing the retrieval per-
formance of a zero-shot re-ranker by optimizing
the discrete prompt via constrained generation. We
are keenly aware of the possibility of offensive or
upsetting prompts caused by bias of the generator
itself even though there were no such prompts in
our experiments. Because there is no additional
training for prompt optimization, our method has
difficulty removing the bias of the language model
itself. As studies on reducing the bias of language
models or filtering out inappropriate expressions
in texts are being actively conducted, these prob-
lems are expected to be sufficiently resolved in the
future.
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A Implementation Details

A.1 Datasets

We employ two information retrieval datasets for
evaluating the performance of the zero-shot re-
ranker with the prompts. 1) MS-MARCO (Nguyen
et al., 2016) contains about 8M passages and 6,980
queries in development split collected from the
Bing search logs. Because of the diversity of top-
ics and contents with the large training set, re-
cent work exploits MS-MARCO for retriever train-
ing (Nogueira and Cho, 2019; Qu et al., 2021). 2)
Natural Question (NQ, Kwiatkowski et al. (2019))
contains about 2M passages of Wikipedia arti-
cles and 3,452 queries in test split collected from
Google search engines. Also, NQ, one of the popu-
lar open-domain question datasets, is exploited as
training data of dense retrievers (Karpukhin et al.,
2020). Both datasets are the benchmarks for evalu-
ating information retriever systems (Thakur et al.,
2021). Only 1,500 document-query pairs from MS-
MARCO test split and NQ development split each
are utilized for the prompt optimization.

A.2 Metrics

As mentioned in Section 4, we employ two metrics,
1) ACC and 2) nDCG. In addition, we use one
more metric. 3) MAP is the mean average preci-
sion of the relevant documents’ ranks for a given

query.
A.3 Retrievers

We use two types of retrievers, sparse and dense
retrievers, for retrieving documents re-ranked by
LLMs. 1) BM25 (Robertson and Zaragoza, 2009)
is a representative sparse retriever computing the
relevance score between a document and a query
based on term frequency and inverse document
frequency. BM25 has been widely employed be-
cause of its fast speed and effective performance.
2) DPR (Karpukhin et al., 2020) interprets training
dense retrieval as metric learning problems. The bi-
encoder initialized with BERT (Devlin et al., 2019)
is trained with contrastive learning exploiting pos-
itive and negative passages for a given query. It
shows outperforming results over traditional sparse
retrievers.

A.4 Zero-shot Re-rankers

We employ two LLMs, TO and OPT, as re-rankers
with the prompt. 1) T0, one of the T5 series (Raf-
fel et al., 2020), consists of transformer encoder-

decoder layers. The models are fine-tuned ver-
sions of TS5 for multi-task learning with prompted
datasets. 2) OPT, a publicly open model, con-
sists of decoder-only transformer layers. Its per-
formance is comparable to those of GPT-3 models.
We exploit OPT instead of GPT-3 due to academic
budget.

The template is needed when trasmitting a doc-
ument, a prompt and a query to zero-shot re-
ranker together. Following the template setting
of UPR, the template used in the experiments is
"Passage: {document} {delimiter} {prompt} {de-
limiter} {query}". The delimiters used in the ex-
periments are " " for TO and "\n" for OPT.

A.5 Baselines

Manual Prompt  Sachan et al. (2022) not only
proposed unsupervised passage re-ranker exploit-
ing LLMs but also carefully selected the optimal
prompt among handcrafted candidates validated
by the re-ranked result at BM25 passages of NQ
development set. The manually optimized prompt
"Please write a question based on this passage"
effectively guides zero-shot re-rankers to generate
the query corresponding to the document.

P-tuning Liu et al. (2021) proposed P-tuning?,
generating soft prompts (i.e., continuous prompt
embeddings), not discrete ones. They employed
the prompt encoder consisting of long-short term
memory layers trained to return the optimal soft
prompts for the task. While the method mainly
focuses on the text classification task, we define the
loss objective as query generation log-likelihood
for application to re-ranking. The prompt encoder
is trained with document-query pairs for 10 epochs
to generate 10-length soft prompts.

RL-Prompt Deng et al. (2022) proposed dis-
crete prompt generation, applicable to open-ended
generation tasks, with reinforcement learning.
They validated the method applicable to text style
transfer, one of open-ended text generation tech-
niques. In order to align to the re-ranking task, we
define the reward for the policy network as query
generation log-likelihood from the document and
the prompt. Following the setting mentioned in
RL-Prompt?, the 5-token length prompt is created
through 12,000 training steps with a policy network
model.

3https ://github.com/THUDM/P-tuning
4https ://github.com/mingkaid/rl-prompt
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Retriever Prompt Instruction Prompt MS-MARCO
\Re-ranker \Generator P nDCG@20 nDCG@100  MAP@20 MAP@100
BM25 | - | 2284 28.70 18.69 65.78
Manual Prompt ‘ "Please write a question based on this passage." ‘ 30.31 36.13 24.03 25.22
GPT2-Base "Please and tell me why, what, how," 30.76 36.44 24.54 25.70
TO Al
GPT2-Large "Please send me some info on why or in detail" 31.11 36.79 24.82 25.99
GPT2-XL "Please enter the message content, suchwi and\n" 29.86 35.71 23.99 25.17

Table 4: Comparison of the prompts from the different generators and evaluation on the document set retrieved from
MS-MARCO by BM25. The best results of each metric are marked in bold.

Retriever NQ MS-MARCO
\Re-ranker ACC@20 ACC@100 | ACC@20 ACC@100
BM25 62.9 783 48.0 66.7
To + Base Metric 75.0 83.8 61.9 78.0
+ Contrastive Metric 76.2 83.8 59.6 76.2
opT * Base Metric 75.2 84.1 59.3 77.2
+ Contrastive Metric 74.4 84.0 57.7 75.7
DPR 79.2 85.7 375 55.5
To + Base Metric 80.4 87.7 58.0 7.7
+ Contrastive Metric 80.6 87.9 56.4 70.8
orT * Base Metric 80.2 88.1 56.4 71.3
+ Contrastive Metric 80.2 879 533 68.9

Table 5: Comparison between two options of likelihood
at the ACC-k accuracy.

B Analysis
B.1 Likelihood Py, (Ds|p1.¢)

In this section, we call the likelihood proposed
in Equation 4 as the base metric. We consider
the other option of likelihood Py, (Ds|p1:¢) in a
contrastive manner and also show the compared
result with base metric in Table 5.

Contrastive Measurement The query genera-
tion score should be high for positive document-
query pairs D and low for negative pairs D} . In
a contrastive manner, the likelihood exploits the
contrast between Pys.(D7|p) and Ppase(Dy |p)
as follows:

Pyase(DY |p)
Prase(DF|p) + Prase(D5 |p)
As shown in Table 5, base metric gains a certain
level of performance regardless of the dataset and
LLM, whereas contrastive metric shows inferior
performance over MS-MARCO.

Peont (Ds \p) =

(&)

B.2 Impact of Generator

We show more detailed results of the prompts from
the different generators in table 4. While the gen-
erated prompts follow human language patterns,
there are some differences in used words.

B.3 Detailed Results

We evaluate the performance of zero-shot re-ranker
with various metrics at Top-20 and Top-100 docu-
ments, as shown in Table 6. Co-Prompt is ranked

1st or 2nd on every metric across all experiments.
On the other hand, the manual prompt, optimized
for NQ, records inferior performance over MS-
MARCO. Also, other optimization methods, RL-
Prompt and P-Tuning, fail to achieve the best
record in all experiments. This shows that the op-
timal prompt for zero-shot re-ranker is made from
our method, Co-Prompt.

In addition, when confirming qualitatively gen-
erated prompts, the outputs from Co-Prompt are
similar to human language patterns compared to
RL-Prompt. The keyword "question" is included in
most of the prompts generated by Co-Prompt. Con-
sidering that other optimization methods produce
dense prompt embedding or ungrammatical gibber-
ish, Co-Prompt suggests a new direction in which
a prompt can function as a natural user interface to
understand a black-box model.
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Retriever Instruction Prompt 0

\Re-ranker ACC@20 ACC@100 nDCG@20 nDCG@100 MAP@20 MAP@100
BM25 ‘ - ‘ 629 78.3 20.2 239 7.8 9.9
Null " 73.1 82.8 27.8 32.1 12.9 16.0
P-Tuning - 729 82.8 279 322 12.8 16.0
RL-Prompt " poll question question question knows" 74.7 83.4 30.4 34.6 144 17.9
To Manual "Please write a question based on this passage" 75.7 83.8 325 36.6 159 19.7
"Please try and find out the answer by asking questions like" 75.0 83.8 30.9 35.1 14.8 18.4
Co-Prompt "Please try and find out the answer by asking questions below" 75.1 83.5 31.0 352 15.0 18.5
"Please try and find out the answer by asking questions 753 83.7 31.0 35.1 14.9 18.4
Null " 70.5 81.9 25.1 29.8 11.1 14.0
P-Tuning - 712 829 272 32.1 12,5 15.9
RL-Prompt " poll trivia trivia wondered asking" 72.5 82.9 27.2 31.7 12.3 15.5
OPT Manual "Please write a question based on this passage" 732 83.3 279 325 12.9 16.2
"Please post your question again when its not about the" 752 84.1 304 349 14.4 17.9
Co-Prompt "Please post your question again when its not just about" 75.5 84.1 30.6 351 14.7 18.2
"Please post your question again after doing research about 74.5 839 29.6 342 14.0 17.4
DPR ‘ - ‘ 79.2 85.7 34.0 352 17.9 19.8
Null " 78.5 86.6 31.4 349 15.9 18.6
P-Tuning - 79.1 87.0 32.1 354 16.1 19.0
RL-Prompt " poll question question question knows" 79.9 87.4 34.1 37.5 17.4 20.5
To Manual "Please write a question based on this passage" 81.4 87.8 36.6 39.7 19.1 22.5
"Please try and find out the answer by asking questions like" 804 87.7 34.5 38.0 17.8 21.0
Co-Prompt "Please try and find out the answer by asking questions below" 80.2 87.6 34.8 382 17.9 212
"Please try and find out the answer by asking questions 80.2 87.6 34.8 38.1 179 21.1
Null 76.3 86.1 28.8 328 13.8 16.5
P-Tuning - 782 875 31.8 36.1 15.9 19.2
Manual "Please write a question based on this passage" 78.9 87.5 32.0 35.8 16.0 19.0
OPT RL-Prompt " poll trivia trivia wondered asking" 79.1 87.0 31.6 352 15.7 18.6
Manual "Please write a question based on this passage" 78.9 87.5 32.0 35.8 16.0 19.0
"Please post your question again when its not about the" 80.2 88.1 34.1 37.8 17.3 20.5
Co-Prompt "Please post your question again when its not just about" 80.2 88.0 34.6 38.2 17.8 21.0
"Please post your question again after doing research about 80.1 88.3 33.6 37.6 17.1 203
Retriever Instruction Prompt MS-MARCO
\Re-ranker ACC@20 ACC@100 nDCG@20 nDCG@100 MAP@20 MAP@100
BM25 ‘ - ‘ 48.0 66.7 252 28.7 18.7 19.2
Null " 532 727 275 312 20.2 20.7
P-Tuning - 54.1 72.5 285 319 21.1 21.6
RL-Prompt " question meaning difference meaning reality" 60.9 774 33.1 35.2 25.1 25.4
To Manual "Please write a question based on this passage" 60.6 779 32.8 36.1 24.8 252
"Please send me some info on why or in detail," 61.9 78.0 33.7 36.8 25.5 26.0
Co-Prompt "Please send me some info on why or in detail about" 61.2 71.8 334 36.6 254 259
"Please send me some info on why or in detail on" 61.2 71.7 333 36.5 252 25.7
Null " 50.4 71.7 254 29.4 183 18.8
P-Tuning - 56.4 75.5 29.4 33.0 21.6 22.1
RL-Prompt "questions answers key question defining" 59.2 76.7 315 34.8 234 239
OPT Manual "Please write a question based on this passage" 553 74.6 28.7 324 21.1 21.6
"Please tell thate is the first question asked on Google for" 59.3 71.2 319 35.2 239 24.4
Co-Prompt "Please tell thate is the question of " 58.8 76.7 31.2 34.6 232 23.7
"Please tell thate is the first question to arise on" 583 76.0 31.0 343 23.1 235
DPR - ‘ 375 554 19.6 229 14.6 15.0
Null " 515 68.0 27.8 30.9 20.9 213
P-Tuning - 52.5 68.2 28.5 315 21.6 22.0
RL-Prompt " question meaning difference meaning reality" 57.1 71.2 32.1 347 248 252
To Manual "Please write a question based on this passage" 57.7 72.0 322 349 24.8 214
"Please send me some info on why or in detail," 58.0 717 327 353 253 25.7
Co-Prompt "Please send me some info on why or in detail about" 57.6 71.6 325 35.1 25.1 255
"Please send me some info on why or in detail on" 57.3 71.6 323 35.1 25.1 255
Null " 50.1 68.1 26.4 29.7 19.5 20.0
P-Tuning - 54.6 69.9 29.1 32.0 21.8 222
RL-Prompt "questions answers key question defining" 56.3 71.1 311 33.8 237 24.1
OPT Manual "Please write a question based on this passage" 54.3 70.1 29.1 32.1 21.9 223
"Please tell thate is the first question asked on Google for" 56.4 71.3 314 34.2 24.1 245
Co-Prompt "Please tell thate is the question of" 56.3 71.1 311 339 23.7 24.1
"Please tell thate is the first question to arise on" 55.8 70.6 30.8 33.5 23.5 239

Table 6: Detailed results of LLM re-ranker with different prompts. The performance is evaluated with the three
metrics at top-20 and top-100 documents.
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