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Abstract

In this paper, we propose a new knowledge dis-
tillation approach called adaptive contrastive
knowledge distillation (ACKD) for BERT com-
pression. Different from existing knowledge
distillation methods for BERT that implicitly
learn discriminative student features by mim-
icking the teacher features, we first introduce a
novel contrastive distillation loss (CDL) based
on hidden state features in BERT as the ex-
plicit supervision to learn discriminative stu-
dent features. We further observe sentences
with similar features may have completely dif-
ferent meanings, which makes them hard to
distinguish. Existing methods do not pay suffi-
cient attention to these hard samples with less
discriminative features. Therefore, we propose
a new strategy called sample adaptive reweight-
ing (SAR) to adaptively pay more attention to
these hard samples and strengthen their dis-
crimination abilities. We incorporate our SAR
strategy into our CDL and form the adaptive
contrastive distillation loss, based on which we
construct our ACKD framework. Comprehen-
sive experiments on multiple natural language
processing tasks demonstrate the effectiveness
of our ACKD framework.

1 Introduction

Recently, deep learning (Liu et al., 2023; Guo
et al., 2023; Liu et al., 2021; Guo et al., 2022a) has
achieved success in many natural language process-
ing tasks. However, due to limited computation
and storage resources, current deep learning ap-
proaches are hard to be deployed on mobile devices.
Knowledge distillation is an effective approach to
compress the model for mobile deployment, which
aims to use a pretrained teacher network to help
the training of a lightweight student network. To
achieve this, the student needs to learn discrimina-
tive features. Namely, we need to push the features
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Figure 1: (a) and (b): Traditional knowledge distillation
method. Student fails to learn discriminative features
when sentences from different classes have similar fea-
tures in the teacher. (c¢): Our ACKD framework, which
uses explicit supervision to push student features from
different classes far away from each other.

of the sample from different classes (negative pairs)
far away from each other and keep the features of
the samples from the same classes (positive pairs)
close.

Current knowledge distillation methods for
BERT implicitly learn discriminative student fea-
tures. They assume the teacher is well-learned (i.e.,
features of negative pairs are far away from each
other in the teacher). Then, they minimize the fea-
ture distance of each sample between the teacher
and student to make the student feature discrimina-
tive, as shown in Fig. 1(a). In this way, the features
of negative pairs in the student can be pulled far
away from each other. However, the aforemen-
tioned assumption is not always held. Commonly
used words will appear in the sentences with differ-
ent meanings, causing the features of negative pairs
in the teacher to be close to each other, as shown in
Fig. 1(b). In this case, training the student using the
current knowledge distillation paradigm will result
in the features of negative pairs in the student being
close to each other as well. So, it is desirable to in-
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Table 1: Examples of hard samples from GLUE.

Linguistic acceptable Linguistic unacceptable

Harry coughed us into a fit.
This building is taller and taller.
Bill cried Sue to sleep.

Harry coughed himself into a fit.
This building got taller and taller.
Bill cried himself to sleep.

troduce explicit supervision (e.g., a well-designed
loss) to push the features of negative pairs in the
student far away from each other.

Another issue in the existing knowledge distil-
lation methods is that they do not pay sufficient
attention to hard samples in the distillation process.
Similar sentences may have completely different
meanings. For example, for the linguistic accept-
ability task, although the sentences “We yelled our-
selves hoarse” and “We yelled Harry hoarse” are
similar as they only have one different word, the
first sentence is linguistically acceptable while the
latter one is not, making them fall into different
categories. This makes these sentences hard to
distinguish because their features are similar and
thus less discriminative. This phenomenon often
occurs in other natural language processing tasks,
and we provide more examples from GLUE bench-
mark (Wang et al., 2019) in Table 1. Therefore,
it is also desirable to pay more attention to hard
samples to strengthen their discrimination abilities.

To solve the aforementioned problems, we pro-
pose a new knowledge distillation framework
called adaptive contrastive knowledge distillation
(ACKD). Specifically, to tackle the first issue (i.e.,
lack of explicit supervision), we introduce the con-
cept of contrastive learning (Gutmann and Hyviri-
nen, 2010; Oord et al., 2018; Saunshi et al., 2019;
Hjelm et al., 2018) to knowledge distillation and
design a contrastive distillation loss (CDL) as the
explicit supervision to maximize the distance of
the features from negative pairs. In particular, for
each sample s, our CDL aims to maximize the sim-
ilarity between the features of s in the student and
that in the teacher, and minimize the similarity be-
tween the features of s in student and the features
from the negative pairs of s in teacher. As shown in
Fig. 1(c), our CDL can effectively push the features
from negative pairs far away from each other.

To tackle the second issue (i.e., learning of hard
samples), we propose a new strategy called sample
adaptive reweighting (SAR) in our ACKD frame-
work to adaptively pay more attention to hard
samples to strengthen their discrimination abili-
ties. Specifically, we utilize a neural network as

a predictor to predict the discrimination ability of
the feature for each sample based on its learned
feature. Then, we reweight the loss from different
samples according to the predicted discrimination
ability. As all operations in this process are dif-
ferentiable, the parameters of the predictor can be
jointly learned with the student. We seamlessly
incorporate our SAR strategy into the newly pro-
posed CDL and construct the adaptive contrastive
distillation loss (A-CDL).

We combine our A-CDL with the existing knowl-
edge distillation methods and construct our Adap-
tive Contrastive Knowledge Distillation (ACKD)
framework. It is also a non-trivial task to construct
our ACKD framework as our A-CDL is calculated
based on the features, which can only be calculated
inside one mini-batch due to the property of current
deep learning frameworks (i.e., features will be re-
leased after the calculation of current batch). So,
the diversity of negative paired samples is limited
by the batch size, causing an inaccurate optimiza-
tion direction. To overcome this issue, inspired by
(He et al., 2020), we construct a dynamic feature
storage that can store the features from a large num-
ber of samples, based on which we calculate our
A-CDL to increase the sample diversity.

In summary, the main contribution of this paper
can be summarized as follows:

* We propose a novel contrastive distillation
loss (CDL) to introduce explicit supervision
for learning discriminative student features.

* We propose a new strategy called sample
adaptive reweighting (SAR) strategy to adap-
tively pay more attention to hard samples and
strengthen their discrimination abilities. We
seamlessly incorporate our SAR strategy into
our CDL and form the adaptive contrastive
distillation loss (A-CDL). Based on A-CDL,
we construct our new adaptive contrastive
knowledge distillation (ACKD) framework
for BERT compression, in which dynamic fea-
ture storage is used to increase the diversity
of samples.

* Comprehensive experiments on multiple natu-
ral language processing tasks demonstrate the
effectiveness of our ACKD framework.

2 Related Work

Knowledge distillation. Recently, model compres-
sion methods (Guo et al., 2020b,a,c, 2021, 2023,
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2022b; Wei et al., 2023; Qin et al., 2022, 2023a,c,b;
Liu et al., 2022c, 2020, 2022a; Peng et al., 2019)
attracts many attentions, among which knowledge
distillation approaches (Liu et al., 2022b) were
proposed to accelerate deep neural networks (Ma
et al., 2022, 2021; Hu et al., 2021). For exam-
ple, (Hinton et al., 2015) first proposed to use the
so-called dark knowledge as the additional super-
vision for training the student. After this work,
many methods (Romero et al., 2015; Zagoruyko
and Komodakis, 2017) were proposed to utilize
the intermediate feature as the supervision in the
distillation process. Another line of work finds
knowledge distillation cannot achieve promising
performance if there is a large capacity gap between
teacher and student. Therefore, this line of works
aims to use a sequence of teacher models to better
transfer the knowledge to the student, including
RCO (Jin et al., 2019) and TAKD (Mirzadeh et al.,
2020). However, all of these works do not consider
the relationship between different samples (e.g.,
the correlation between negative pairs), while our
ACKD uses the relationship among samples as the
explicit supervision to learn more discriminative
features.

There are also knowledge distillation ap-
proaches (Tian et al., 2019) that utilize the rela-
tion between different samples when learning the
student, which is more related to our ACKD frame-
work. For example, (Tung and Mori, 2019) pro-
posed to use the similarity of the features from
different samples as the knowledge to train the stu-
dent. (Park et al., 2019) and (Yim et al., 2017)
use the mutual relation of different samples as the
knowledge for distillation. However, these methods
only use the student to mimic the sample relation
in the teacher, which also lacks explicit supervi-
sion for the student to learn discriminative features.
In contrast, our ACKD framework uses the newly
proposed A-CDL to explicitly push the features of
negative pairs far away from each other. Moreover,
these methods do not consider the learning of hard
sample problem for natural language processing
tasks. In our ACKD, we use the SAR strategy to
pay more attention to hard samples.

Knowledge distillation for BERT. Many meth-
ods were also proposed for compressing BERT (De-
vlin et al., 2018; Sanh et al., 2019; Zhou et al.,
2022; Haidar et al., 2022; Jafari et al., 2021; Pass-
ban et al., 2021). For example, patient knowledge
distillation (Sun et al., 2019) proposed to use inter-

mediate features as the supervision to train a small
student BERT. TinyBERT (Jiao et al., 2019) uses
a two-stage distillation strategy for BERT com-
pression. Although these methods can compress
BERT for efficient inference, explicit supervision
for learning discriminative student features is not
used in these methods. While (Fu et al., 2021) also
uses contrastive loss for BERT distillation, they do
not use SAR strategy and ignores the sample diffi-
culties. (Sun et al., 2020) proposed CoDIR method
to capture structural knowledge in the intermedi-
ate layers. Unlike our ACKD framework, these
approaches do not consider paying more attention
to hard samples.

3 Adaptive Contrastive Knowledge
Distillation

In this section, we will introduce our adaptive con-
trastive distillation (ACKD) framework. The goal
of our ACKD framework is to use a pre-trained
teacher model with a large capacity to help the
training of a lightweight student model, and its
overview is shown in Fig. 2. The loss of our ACKD
framework when training the student comes from
four parts: cross-entropy loss (CEL), knowledge
distillation loss (KDL), patient loss (PTL), and our
adaptive contrastive distillation loss (A-CDL).

3.1 Preliminary
Patient distillation (Sun et al., 2019) was proposed
to compress BERT. Given the training dataset with

N Samples D= {(xlv 91)7 (‘T25 y?)’ DRI (Q:Tn yn)},
the student network can be trained by using the loss
function as follows:

Epre = CtEce + (1 - a>£kd + Bﬁpt

1
NZO‘ CE mz;eT)ayi)
=1

1
+ (L= ) ST(T (2:507), S(2i;6%)) W
M
+B- > MSE(z]"™, 2.
m=1
L. is the task-specific loss and CE(-, -) is the cor-

responding loss function, in which cross-entropy is
commonly adopted for the classification task. Ljg
is the knowledge distillation loss and ST'(-, ) de-
notes the corresponding loss function, in which the
Kullback-Leibler divergence of the output proba-
bility distribution between the teacher and student
is commonly adopted. £, is the patient loss in-
troduced in (Sun et al., 2019) and M SE(-,-) is
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Figure 2: Overview of our ACKD framework for BERT compression, which consists of the losses from four parts:
cross-entropy loss (CEL), knowledge distillation loss (KDL), patient loss (PTL), and adaptive contrastive distillation
loss (A-CDL). In this figure, the teacher and student have L’ and L layers, respectively. Our A-CDL aims to push
negative pairs far away from each other, which is calculated based on the hidden state features and the predicted
discrimination abilities of different samples. Dynamic feature storage is used to increase the diversity of samples.

the mean square error function. 7 and S are the
teacher and student networks, and their parame-
ters are denoted as #7 and 6%, respectively. ziT’m
and zf "™ denote the hidden state feature from the
teacher and the student for the ¢-th sample at the m-
th paired layers when calculating the patient loss,
respectively. M is the number of layers that the
patient loss is inserted. « and (3 are the hyperpa-
rameters to control the trade-off of different terms.
The loss Lce, L4, and L correspond to the CEL,
KDL, and PTL in Fig. 2, respectively.

3.2 Contrastive Distillation Loss

Although the loss in Eq. (1) can transfer the knowl-
edge from teacher to student, it lacks explicit su-
pervision to learn discriminative student features.
Namely, it only provides the supervision to pull
the features from the same sample in teacher and
student close to each other, while lacking the super-
vision to push the features from different classes
far away from each other for more discriminative
feature learning (Harwood et al., 2017; Wu et al.,
2017; Suh et al., 2019). To this end, we first de-
sign our contrastive distillation loss (CDL) in the
ACKD framework.

As our CDL can be introduced at different layers,
below, we only focus on the m-th paired layer and
omit the layer index for better presentation. For
example, we use z%r and zis to denote the hidden

state features for the ¢-th sample at this layer in
teacher and student, respectively. The CDL can be
written as follows:

N
POS
&W_4@29P05+NEG’

where POS = exp(h(z}, 21 )),
NEG = exp(h(z?, 27
ZZ]TEM

RS )
).

);

,27) = cosine(z}, 27

J

Here, cosine(-, -) denotes the cosine similarity. N;
denotes the set containing the hidden state features
of the samples from different classes with the i-th
sample (i.e., negative pair).

3.3 Sample Adaptive Reweighting

As mentioned in Sec. 1, similar sentences may have
completely different meanings, which makes these
samples hard to distinguish. To this end, we pro-
pose our sample adaptive reweighting (SAR) strat-
egy to adaptively pay more attention to these hard
samples. Specifically, we use a predictor network
to predict the discrimination ability of each sam-
ple based on its learned features, and incorporate
this predicted discrimination into our CDL to form
adaptive contrastive distillation loss (A-CDL). For-
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mally, the A-CDL can be written as follows:

N

POS
ﬁac = — l )
T ; POS + NEG
NI 1 s T
where NEG = o ZZJTGJ\@ exp(h(27,2;)),

w; = Sigmoid(P(25;6,)).

3)
Here, w; is the predicted discrimination ability
of the i-th sample. P(-,-) is the function of the
predictor, which is implemented by a neural net-
work. 0, is the learnable parameter of the predictor.
Sigmoid(-) is the sigmoid function, which is used
to ensure the predicted discrimination abilities are
positive. The other notations are the same as before.
As all operations are differentiable in this process,
we can jointly train this predictor with the student
network in distillation. In this way, we can adap-
tively assign higher welght on the samples with
less discriminative features and finally form the
adaptive contrastive distillation loss, which corre-
sponds to A-CDL in Fig. 2. Note that our predictor
is implemented by a simple neural network. There-
fore, the extra computation caused by the predictor
can be neglected compared with that required by
the gradient calculation.

3.4 Overall Loss Function

As our A-CDL can be introduced to different paired
layers of the teacher and student networks, for bet-
ter presentation, below, we additionally use the su-
perscript -"* to denote the corresponding symbols
for the m-th paired layers that A-CDL is inserted.
So, the loss function when training the student net-
work in our ACKD framework can be written as:

= aﬁce + (1 —a)Lyg~+ BLp +VLacd
~ Z - CE(T (24507), yi)
+ (1 —a) - ST(T (xs;0"),8(xi;07))
+8- Z (MSE(™, ™)
POS

—+ - —log————x= )
v Zm:l % b08 + NTG.
where POS = exp(h( Sim ZTm))a

Ead}
ENa nTal S T,
NEG = —m Z exp(h(z;"™,2;™)).
w; ]m N

Etotal

4)
«, 3, and = are the hyperparameters to control the
importance of different terms. L., L4, and L

are the cross-entropy loss, the knowledge distilla-
tion loss, and the patient loss, respectively, which
are introduced in Eq. (1). L4 is our newly pro-
posed adaptive contrastive distillation loss intro-
duced in Eq. (3). Other notations are the same as
before. By using the loss introduced in Eq. (4),
we can use explicit supervision to push the fea-
tures of negative pairs in the student far away from
each other, with the consideration of the sample
discrimination abilities. In this way, we construct
our ACKD framework for BERT compression.

3.5 Dynamic Feature Storage

When introducing the A-CDL to the existing knowl-
edge distillation methods and constructing our
ACKD framework, another issue is that A-CDL re-
quires large sample diversity, which is not required
in the existing knowledge distillation approaches,
making the construction of our ACKD framework a
non-trivial task. Specifically, the term N E'G is cal-
culated based on the features of different samples.
Due to the property of the current deep learning
framework, features will be released after the calcu-
lation of each mini-batch. Therefore, we can only
calculate N EG based on the samples in one mini-
batch. So, the feature of the i-th sample can be only
pushed far away from those of a small portion of
negative pairs, which causes inaccurate optimiza-
tion direction. Inspired by (He et al., 2020), we
construct dynamic feature storage to increase the
sample diversity. Specifically, after the calculation
of each batch, we store the features of this batch
in the storage for N EG calculation. At the same
time, labels of these samples will be also stored in
the storage for identifying the samples in N;. As
the BERT model processes a sequence of tokens in
parallel, the feature dimension is relatively large,
which causes more memory burden to GPU. There-
fore, to further save memory usage, we only store
the features of the layer that A-CDL is inserted. Af-
ter the storage is full, we update storage based on
the first in first out strategy. In our implementation,
we set the storage size as 1000. In this way, we
increase sample diversity when calculating N EG.

3.6 Discussion

The design concept of our A-CDL is as follows.
In the distillation process, the loss L,.q will be
minimized. To achieve this, we will maximize the
value inside the —log(-) function. So in the train-
ing process, the numerator PO.S will be increased,
which pulls the feature from the same sample in
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teacher and student close to each other. At the
same time, the denominator term N E'G will be de-
creased, which pushes the feature of the j-th sam-
ple from different classes in the student far away
from that of the ¢-th sample in the teacher. More-
over, by using discrimination ability w% we assign
higher weights to the samples with less discrimi-
native features. In this way, we introduce explicit
supervision with the consideration of sample dis-
crimination abilities to learn more discriminative
student features.

From another point of view, our A-CDL can
also be viewed as the loss to “eliminate” the influ-
ence of incorrect predictions from the teacher when
learning the student. Specifically, as in Fig. 1(b),
if the green sample is close to the blue one and is
misclassified by the teacher, traditional knowledge
distillation methods will not be aware of this mis-
classification. So the green sample in the student
will be “attracted” by that in the teacher (black ar-
row), causing misclassification in the student as
well. In contrast, from Eq. (3), the negative pair set
N; when calculating NEG is obtained based on
the ground truth labels. Therefore, as in Fig. 1(c),
despite the green sample being misclassified by the
teacher, the green sample in the student will be
“repelled” by the blue sample in the teacher (red
arrow). Although the cross-entropy loss for student
is also based on the ground truth labels, the opti-
mization direction will be affected by the incorrect
teacher prediction. So our A-CDL can “eliminate”
the influence of incorrect predictions from teacher
to some extent.

4 Experiments

In this section, we perform comprehensive experi-
ments and extensive ablation studies.

4.1 Datasets

We follow many works (Sun et al., 2019; Zhou
et al., 2022) to evaluate our ACKD framework on
the GLUE benchmark (Wang et al., 2019). Specif-
ically, we use the development set of the GLUE
benchmark and use four tasks for evaluation: Para-
phrase Similarity Matching, Sentiment Classifica-
tion, Natural Language Inference, and Linguistic
Acceptability. For Paraphrase Similarity Match-
ing, we use MRPC (Dolan and Brockett, 2005),
QQP, and STS-B (Conneau and Kiela, 2018) for
evaluation. For Sentiment Classification, we use
SST-2 (Socher et al., 2013) for evaluation. For Nat-

ural Language Inference, we use MNLI (Williams
et al., 2018), QNLI (Rajpurkar et al., 2016), and
RTE (Wang et al., 2019) for evaluation. For Lin-
guistic Acceptability, we use CoLA (Warstadt et al.,
2019) for evaluation.

Following many works (Sun et al., 2019; Zhou
et al., 2022), we report the results on MNLI-m and
MNLI-mm on MNLI. For MRPC and QQP, we
report both F1 and accuracy. For STS-B, we report
Pearson and Spearman correlation. For CoLA, we
report Matthew’s correlation. We use accuracy as
the metric for other datasets.

4.2 Implementation Details

We implement our ACKD framework based on
the PyTorch framework. We follow previous
works (Sun et al., 2019; Zhou et al., 2022) to eval-
uate our ACKD under the task-specific setting, in
which the teacher network is firstly fine-tuned on
downstream tasks and the student network is also
trained based on the downstream tasks in the distil-
lation process. Following (Sun et al., 2019), we use
the BERT-Base model as the teacher network, and
use BERT with 3 and 6 layers as the student models
(denoted as BERT3 and BERTj), respectively. The
number of hidden states is set as 768 in both teacher
and student networks. We follow (Sun et al., 2019)
to assume the lower layers of the teacher network
also contain important information and should be
passed to the student. Therefore, we choose the
“skip” strategy in (Sun et al., 2019) to insert our
A-CDL, which can bring stronger supervision.

We first finetune the pre-trained BERT-Base
model on downstream tasks as the corresponding
teacher models. The maximum sequence length is
set as 128, and AdamW (Loshchilov and Hutter,
2018) optimizer is adopted. We set the initial learn-
ing rate and batch size as 2¢~° and 8, respectively.
The training epoch ranges from 2 to 4 for differ-
ent downstream tasks. Then, we train our student
network by using our ACKD framework. The dis-
crimination predictor for generating w; in Eq. (3)
is implemented by a two-layer neural network. The
size of dynamic feature storage is set as 1000. We
follow (Sun et al., 2019; Zhou et al., 2022) to per-
form hyperparameter search over student learning
rate from {1le?,2e~°, 57"}, the batch size from
{8, 16, 32}, the hyperparameter « from {0.1, 0.3,
0.5}, 3 from {20, 40, 60}, and ~ from {5e~4, 573,
5e~2}. The other hyperparameters are the same as
those when training the teacher network.
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Table 2: Performance comparison of different methods on the dev set of the GLUE benchmark. CoDIR uses
RoBERTa-base as the teacher, and we report the median performance of this method copied from published paper.
The results in bold indicate the best result, while the results underlined indicate the second-best result.

GLUE
Method #Param Speed-up CoLA MNLI MRPC QNLI QQP RTE SST-2 STS-B
(Matt.) (Acc-m/-mm) (F1/Acc) (Acc) (F1/Acc) (Acc.) (Acc.) (Pear/Spear.)
Teacher Network: BERT-Base
BERT-Base (Devlin etal., 2018)  110M 1.0x 60.8 84.6/844  91.6/87.6 91.6 885914 714 930  90.2/89.8
Student Network: BERT3
PKD (Sun et al., 2019) 46M 4.0x 39.8 75.9/76.6  84.1/75.0 843 853/89.2 628 874  86.3/86.1
RCO (Jin et al., 2019) 46M 4.0x 314 76.3/769  853/77.5 834 85.4/88.7 66.1 868  84.8/84.4
TAKD (Mirzadeh et al., 2020) 46M 4.0x 35.7 76.2/768  83.2/73.5 838 83.7/87.5 592 879  83.8/83.4
DistilBERT (Sanh et al., 2019) 46M 4.0x 34.0 77.0/77.0  832/73.0 838 85.1/889 628 869  86.6/86.2
TinyBERT (Jiao et al., 2019) 46M 4.0x 387 76.5/76.9  82.8/72.8 842 85.1/888 606 868  86.4/86.1
CRD (Tian et al., 2019) 46M 4.0x 38.6 76.1/768  852/77.5 84.6 83.9/88.0 657 876  86.1/85.6
SFTN (Park et al., 2021) 46M 4.0x 38.1 76.6/77.1  83.1/733 842 839/87.7 603 880  83.9/835
MetaDistill (Zhou et al., 2022) 46M 4.0x 393 75.9/764  82.0/71.1 838 83.7/88.1 621 880  86.6/86.4
Annealing KD (Jafari et al., 2021)  52M 3.0% 36.0 73.9/74.8 86.2- 831 /865 610 894 74.5/-
ACKD (ours) 46M 4.0x 427 79.5/80.6  87.5/81.4 862 86.1/89.7 679 835  87.1/86.8
Student Network: BERT¢
PKD (Sun et al., 2019) 66M 2.0 54.5 82.7/83.3  89.4/84.7 89.5 87.8/909 676 913  88.6/38.1
RCO (Jin et al., 2019) 66M 2.0% 53.6 82.4/829  89.5/85.1 897 87.4/90.6 676 914  88.7/83.3
TAKD (Mirzadeh et al., 2020) 66M 2.0 53.8 82.5/83.0  89.6/85.0 89.6 87.5/90.7 68.5 914  88.2/88.0
DistilBERT (Sanh et al., 2019) 66M 2.0% 53.0 82.5/83.1  89.3/85.0 89.2 87.2/90.6 66.1 915  88.7/885
TinyBERT (Jiao et al., 2019) 66M 2.0 524 83.6/83.8  90.5/86.5 89.8 87.6/90.6 67.7 919  89.2/88.7
CRD (Tian et al., 2019) 66M 2.0% 55.8 83.2/834  89.5/85.5 89.8 87.6/908 67.1 915  88.3/83.3
SFTN (Park et al., 2021) 66M 2.0% 536 82.4/829  89.8/85.3 89.5 87.5/904 68.5 915  88.4/885
MetaDistill (Zhou et al., 2022) 66M 2.0% 58.6 835/83.8  91.1/86.8 904 88.1/91.0 694 923  89.4/89.1
ALP-KD (Passban et al., 2021) 66M 2.0% 46.4 82.0/- /858 897  -/906 690 919 88.8/-
CoDIR (Sun et al., 2020) 66M 2.0% 56.4 83.9/- 879/~ 907 912 663 924 /-
ACKD (ours) 66M 2.0% 59.7 83.6/83.9  91.0/87.0 90.6 88.5/91.3 69.7 923  89.5/89.1
4.3 Experimental Results 87.0
. 86.5
We compare our ACKD framework with mul- 61 862
tiple state-of-the-art approaches including: 86.0 85.7
PKD (Sun et al., 2019), RCO (Jin et al., 2019), 8855 85.3
>
. . . 85.0
TAKD (Mirzadeh et al., 2020), DistilBERT (Sanh £85.0
3
et al., 2019), TinyBERT (Jiao et al., 2019), 3845 gas
CRD (Tian et al., 2019), SFTN (Park et al., 84.0
2021), MetaDistill (Zhou et al., 2022), Annealing 835
KD (Jafari et al., 2021), ALP-KD (Passban et al., 530
2021), and CoDIR (Sun et al., 2020) WO Lacg W/OSAR W/ODFS wW/oLyy WO Ly ACKD
9 . .

The results are shown in Table 2. From Table 2,
we have following observations: (1) Our ACKD
framework outperforms other baseline methods
when using BERT3 and BERTjg as the students
under most of settings, which demonstrates the
effectiveness of the proposed ACKD framework.
Specifically, when using BERT}3 as the student, our
ACKD framework surpasses other baseline meth-
ods by more than 2.9% on CoLA. (2) When using
BERT]3 as the student, our ACKD framework can
achieve higher performance gain. One possible ex-
planation is that the performance of the distilled
BERTj is close to the teacher network BERT-Base,
which is the bottleneck for further performance im-
provement. Also, BERT3 has less knowledge than
BERTg. Therefore, our A-CDL as new knowledge

Method

Figure 3: Performance of our ACKD framework and
other alternative methods on QNLI.

can bring more information gain for BERT3 and
thus bring more performance improvement.

4.4 Ablation Study

In this section, we perform extensive ablation stud-
ies. We use BERT-Base as the teacher network and
use BERT3 as the student network to conduct the
experiment on QNLI (Rajpurkar et al., 2016).
Effectiveness of L, ; in Eq. (4). To investigate
the effectiveness of the A-CDL, we remove the
Lacq in Eq. (4) and conduct the distillation. The re-
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‘ ® Positive ® Negative

(c) MRPC without A-CDL

(d) MRPC with A-CDL

Figure 4: The t-SNE visualization of student features
trained without ((a) and (c)) and with ((b) and (d)) using
our A-CDL.

sult is denoted as “w/o L,.4” in Fig. 3. Our ACKD
method outperforms the alternative approach “w/o
Lqcqd” by alarge margin, demonstrating the effec-
tiveness of our A-CDL for explicit supervision to
push student features of negative pairs far away
from each other.

Effectiveness of our sample adaptive reweight-
ing strategy. To investigate the effectiveness of
our SAR strategy, we perform the experiment to
remove the w% in Eq. (3) and conduct the distilla-
tion. In this case, we use CDL instead of A-CDL
in distillation. The result is denoted as “w/o SAR”
in Fig. 3. From the result, we observe that our
ACKD approach performs better than the alterna-
tive method “w/o SAR”, which demonstrates the
effectiveness of the SAR strategy to pay more at-
tention to less discriminative samples.

Effectiveness of dynamic feature storage. We
investigate the effectiveness of using dynamic fea-
ture storage (DFS) in our ACKD framework. We
perform the experiment to remove the DFS, and
the result is denoted as “w/o DFS” in Fig. 3. Our
ACKD framework performs better than “w/o DFS”,
demonstrating the effectiveness of using dynamic
feature storage.

Effectiveness of £;; and L,; in Eq. (3). We
also report the results when removing the L4 and
Ly in Eq. (4), which are denoted as “w/o Ljq”
and “w/o L,;” in Fig. 3, respectively. From the
results, we observe: (1) The performance of our

Table 3: Performance of ACKD framework when using
different teacher network structures. BERT; means the
BERT model with [ layers.

Teacher BERT:2 BERT;o BERTs BERTs

Student (BERT3) 86.2 86.1 85.8 85.5

ACKD framework is better than the methods “w/o
Lyq” and “w/o L. This suggests it is beneficial
to use Lrq and Ly (2) The accuracy of “w/o
L,¢” is higher than “w/o L;4”, which indicates the
loss Lyjq is more useful than £,; in our ACKD
framework when compressing BERT.

4.5 Algorithm Analysis

In this section, we also use BERT-Base as the
teacher and use BERT3 as the student to conduct
the experiments on algorithm analysis. We perform
the experiments on QNLI (Rajpurkar et al., 2016).

Analysis on the structure of teacher network.
In Table 3, we also report the results when using
different teacher networks. We observe that we can
effectively train the student when using different
teacher network structures.

Analysis on the structure of predictor. In our
ACKD framework, we use a two-layer neural net-
work as our predictor to predict the discrimination
ability of each sample. We also investigate the per-
formance of our ACKD framework when using dif-
ferent predictor structures. When using BERT-Base
as the teacher and using BERT} as the student, the
accuracy of our ACKD framework with two, three,
and four layers of predictor are 86.2%, 86.4%, and
86.2% on QNLI, respectively. We observe that the
performance of our ACKD using different predictor
structures is relatively stable.

4.6 Visualization

To demonstrate the effectiveness of the proposed
A-CDL, we visualize the learned student feature
without and with using our A-CDL. Specifically,
Fig. 4 visualize the student feature trained with-
out and with using A-CDL (i.e., L, in Eq. (3))
on QNLI and MRPC by using the t-SNE (Van der
Maaten and Hinton, 2008) technique. From Fig. 4,
we observe that after introducing our A-CDL, the
student features from different classes become far
away from each other, which demonstrates the ef-
fectiveness of our A-CDL.
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5 Conclusion

In this paper, we have proposed a new knowledge
distillation approach called adaptive contrastive
knowledge distillation (ACKD) for BERT com-
pression. We first introduce a novel contrastive
distillation loss (CDL) as the explicit supervision
to learn more discriminative student features. Then,
we propose a new strategy called sample adap-
tive reweighting (SAR) to adaptively pay more
attention to hard samples with fewer discrimina-
tion abilities. The SAR strategy can be seamlessly
incorporated into the CDL and form the adaptive
contrastive distillation loss (A-CDL). Based on A-
CDL, we construct our ACKD framework, where
dynamic feature storage is used for better sample
diversity. Extensive experiments on multiple natu-
ral language processing tasks demonstrate the ef-
fectiveness of our ACKD framework for BERT
compression.

6 Limitation

One of the limitations of our framework is we need
to design the rough range of hyperparameters to
search the best setting. In our future work, we
will explore the strategy to avoid hyperparameter
tuning.

7 Ethical Consideration

Our adaptive contrastive knowledge distillation
framework aims to improve the performance of
knowledge distillation methods and does not intro-
duce extra ethical concerns compared with other
knowledge distillation approaches. Therefore,
there are no ethical problems caused by the pro-
posed method.
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