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Abstract

Parameter-efficient tuning (PET) methods fit
pre-trained language models (PLMs) to down-
stream tasks by either computing a small com-
pressed update for a subset of model param-
eters, or appending and fine-tuning a small
number of new model parameters to the pre-
trained network. Hand-designed PET architec-
tures from the literature perform well in prac-
tice, but have the potential to be improved via
automated neural architecture search (NAS).
We propose an efficient NAS method for learn-
ing PET architectures via structured and un-
structured pruning. We present experiments on
GLUE demonstrating the effectiveness of our
algorithm and discuss how PET architectural
design choices affect performance in practice.

1 Introduction

Fine-tuning a large pre-trained language model is
a popular method for solving many downstream
natural language processing (NLP) tasks. Full fine-
tuning involves fine-tuning all parameters of the
base PLM, resulting in a fine-tuned copy of the
model. However, full fine-tuning becomes cum-
bersome when fine-tuning on multiple downstream
tasks due to the massive size of state-of-the-art lan-
guage models, which range from the millions (De-
vlin et al., 2018; Liu et al., 2019) to billions (Brown
et al., 2020) and now trillions (Fedus et al., 2022)
of parameters. Full fine-tuning also carries a risk
of catastrophic forgetting (Jang et al., 2021; Chen
et al., 2022), wherein the PLM’s learned useful
representation of natural language data is forgotten
during fine-tuning.

To address those problems, recent research
has focused on parameter-efficient tuning (PET).
Rather than fine-tuning all parameters of the base
PLM, PET methods choose a small subset of pa-
rameters to fine-tune (Zaken et al., 2021; Guo et al.,
2020), or compute compressed parameter updates
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(Hu et al., 2021; Mahabadi et al., 2021), or append
and fine-tune a small subset of new parameters
(Houlsby et al., 2019; Li and Liang, 2021; Ham-
bardzumyan et al., 2021; He et al., 2021). Each of
these methods has their own advantages and dis-
advantages, but one question relevant to all these
methods is which parts of the network are most ef-
ficient to fine-tune, and what is the most parameter-
efficient way to fine-tune them?

Here we answer this question by designing and
applying a fine-grain NAS method for learning PET
architectures. Our method uses a first order approx-
imation of the loss function and is computationally
efficient. We compare our approach with several
hand-designed PET methods and find that the archi-
tectures learned by our method generally achieve
comparable or higher development set performance
on GLUE tasks (Wang et al., 2018) for the same
number of parameters. We conclude by examining
the PET architectures learned by our method and
discuss the affect of architecture design choices on
parameter efficiency.

2 Related work

Many different PET methods exist in the literature.
Adapter networks insert and fine-tune small adapter
modules to a base PLM. Rebuffi et al. (2017) in-
troduced adapter networks to the visual domain,
and Houlsby et al. (2019) introduced adapters to
transformers. Adapters have been applied to text
generation (Lin et al., 2020), translation (Bapna
et al., 2019), and multi-task learning (Pfeiffer et al.,
2020c,a). Peters et al. (2019) compare adaptation
with full fine-tuning. AdapterHub (Pfeiffer et al.,
2020b) enables easy sharing of adapter models.
Additionally, Mosbach et al. (2020) propose best
practices for producing strong full fine-tuning base-
lines.

Prompt-tuning methods fine-tune a PLM by in-
serting prompt tokens into the input sequence.
Continuous prompts (Li and Liang, 2021; Lester
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et al.,, 2021; Hambardzumyan et al., 2021) or
discrete prompts (Shin et al., 2020) can be
learned or engineered (Brown et al., 2020). Gu
et al. (2021) demonstrate the effectiveness of pre-
training prompts for low resource tasks.

Some methods fine-tune a subset of parameters
(Zaken et al., 2021; Guo et al., 2020), or compute
compressed parameter updates (Hu et al., 2021;
Mahabadi et al., 2021). These methods fine-tune
the PLM without increasing test-time inference
latency. He et al. (2021) and Mao et al. (2021)
combine multiple PET methods.

Beyond parameter-efficient tuning, NAS has pre-
viously been used to discover more parameter-
efficient base language models. Cheong and Daniel
(2019) use magnitude pruning to reduce the number
of parameters in BERT. Many efforts at pruning
BERT have focused on pruning attention heads
from the multi-head attention (MHA) modules
(Michel et al., 2019; Voita et al., 2019; Li et al.,
2021). Sajjad et al. (2020) evaluate different ad-
hoc strategies for shrinking the depth of a BERT
encoder. So et al. (2019) use an evolutionary NAS
method to learn an improved transformer cell. In
contrast to NAS, distillation can be used to com-
press language models (Sanh et al., 2019; Jiao et al.,
2019; Sun et al., 2020).

In our experiments section, we examine the ar-
chitectures learned by our algorithm and consider
what they say about which parts of the network
are most parameter-efficient to fine-tune. Mer-
chant et al. (2020) explore a similar question, prob-
ing the network activations to understand how the
network’s representation of natural language data
changes during full fine-tuning.

3 Method

The architecture search space we choose for our
NAS method is based on BitFit (Zaken et al., 2021)
and LoRA (Hu et al., 2021), two of the most popu-
lar methods for parameter-efficient fine-tuning in
the literature. We consider both structured and
unstructured variants of each of these, where the
non-zero pattern of the learned PET parameters is
restricted or unrestricted, respectively. Specifically,
our search space consists of the following:

1. Learning an update Ab for each vector of bias
parameters b. In structured bias-tuning, for
each PLM module, the NAS algorithm must
choose whether Ab = 0 or not. In unstruc-
tured bias-tuning, for each PLM module, the

NAS algorithm must choose which compo-
nents of Ab should be zero or non-zero.

2. Learning a low-rank (LoRA Hu et al., 2021)
update AW = UV " for each user-specified
parameter matrix . The maximum possi-
ble rank for the update is also user-specified.
In structured LoRA, for each parameter ma-
trix W, the NAS algorithm must decide what
the rank of the update UV " should be. In
unstructured LoRA, the NAS algorithm must
decide which components of U and V' should
be non-zero.

The collection of updates Ab and AW are the
PET parameters. In this search space, any number
of the above PET modules can be applied to a base
PLM without increasing the latency of inference,
just like BitFit (Zaken et al., 2021) and LoRA (Hu
et al., 2021).

3.1 Pruning

We perform NAS via pruning. Our NAS method
begins by training a PET architecture of a maxi-
mum user-specified size: for each bias tuning mod-
ule, we fine-tune all bias parameters, and for each
LoRA update module, we learn a dense low-rank
update with a user-specified rank (in all our experi-
ments, we use rank-16 initial LoRA updates). After
training the initial PET architecture, our method de-
cides which PET parameters to prune and which to
keep. Then we re-initialize and re-train the pruned
architecture before evaluating on the validation set.

The criteria that we use to decide which PET pa-
rameters to prune is based on a first-order approx-
imation of the change in training loss that results
from pruning a PET parameter 6:

9. 9%
00

Note that this is a common pruning criterion, e.g.,
see Molchanov et al. (2016). This criterion is
straight forward to use when deciding whether to
prune a single PET parameter, as in unstructured
bias-tuning and unstructured LoRA. For structured
bias-tuning, we sum this criterion over the entire
bias update Ab, and for structured LoRA, when
considering what column of U and V' to prune, we
sum the criterion over each column of U.

Pruning via evaluating the criterion at the end of
training does not yield better-than-random archi-
tectures. We observe that the value of the pruning
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Method | #params | MNLI | SST-2 | MRPC | CoLA | QNLI | QQP | RTE | STS-B | Avg.
FFT 355M 90.6 96.0 89.2 66.8 946 | 91.6 | 85.2 | 91.5 | 88.2
BitFit 273k 89.2 95.6 88.2 65.0 939 | 88.1 | 8.9 | 914 | 86.7
Adapters! 3.0M 90.2 96.1 90.2 68.3 94.8 | 919 | 83.8 | 92.1 | 884
LoRA 3.4M 90.7 95.3 89.7 65.1 93.8 | 90.3 | 84.8 | 91.7 | 87.7
MaM 3.4M 90.6 | 95.3 89.7 65.1 93.8 | 90.3 | 84.8 | 91.7 | 87.7
S-MaM 3.4M 90.6 | 959 90.4 66.3 | 94.5 | 90.6 | 85.2 | 91.6 | 88.1
U-MaM 3.4M 90.3 95.8 90.7 | 66.8 | 94.1 | 90.8 | 85.9 | 91.8 | 88.3
WARPT 25k 88.2 | 96.0 | 90.8 60.6 | 93.5 | 845 | 75.8 | 88.6 | 84.8
S-BitFit 25k 84.1 94.2 70.6 40.2 88.9 | 83.8 | 56.0 | 76.8 | 74.3
U-BitFit 25k 88.8 | 95.5 85.3 621 | 93.5 | 87.7| 740 | 90.3 | 84.6

Table 1: GLUE development set score for learned and hand-crafted PET architectures. We report the result for
WARP' from Hambardzumyan et al. (2021) and for Adapters’ from Hu et al. (2021).

criterion may change drastically from one stochas-
tic gradient descent (SGD) step to the next. To
maximally smooth the noise introduced by SGD,
we instead average the pruning criterion over all
training SGD steps. This yields the most consistent
indication of which PET parameters are efficient to
prune.

Our NAS algorithm takes as input a parameter
budget specifying the desired maximum number of
parameters in the learned PET architecture. After
training the initial PET architecture and evaluating
each pruning criterion, we apply each pruning oper-
ation in increasing criterion order until the number
of parameters in the PET architecture falls below
the parameter budget. This way, pruning operations
that are estimated to increase the training loss the
least are applied first.

3.2 Initialization

Correct initialization is important for successfully
applying this algorithm. After pruning, we re-
initialize and re-train the learned PET architecture
before evaluating on the validation set. We find that
it is important to use the same initialization after
pruning as before. We believe this is a consequence
of the lottery ticket hypothesis (Frankle and Carbin,
2018).

We always initialize bias parameter updates as
zero, as do other works, and find this works well.
However, we find that the initialization for LoRA
given in the original paper (Hu et al., 2021), which
initializes the matrix U with zeros and V' with a
Gaussian distribution, is not ammenable to unstruc-
tured LoRA pruning. Because the parameters in
the matrix U are initialized zero, the magnitudes of
those parameters are likely to remain small through-

out training relative to the magnitudes of the pa-
rameters in V' '. Consequently, the pruning cri-
terion for unstructured LoRA updates is likely to
favor pruning parameters from U over V, leading
to an unbalanced, parameter-inefficient LoRA up-
date. Instead, following the same reasoning given
for Kaiming initialization (He et al., 2015), we rec-
ommend the following initialization:

UNN(O)l/\/E) VNN(Ovl/\/ﬁ)>

where m is the first dimension of the matrix U
(i.e., the "fan-in"), and n is the second dimension
of the matrix V' (i.e., the "fan-out"). With this
initialization, the expected square gradients for the
parameters of U and V' are equal.

6]

4 Experiments

Details of our experimental setup, including hyper-
parameter choices, are available in the appendix. In
all experiments we report median validation score
at the end of training over 5 random initializations
using the GLUE development set for validation.

4.1 Comparing to Full Fine-tuning

Here we present results for training larger PET ar-
chitectures with the aim of achieving performance
similar to full fine-tuning, but with fewer param-
eters. In addition to structured or unstructured
bias-tuning, our learned PET architectures add
structured or unstructured LoRA updates to the
MHA query modules, key modules, and the dense
feed forward network (FFN) modules. In Table 1,
our learned structured PET architecture is labeled
S-MaM, and our learned unstructured PET architec-
ture is labeled U-MaM. We compare our method with
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Figure 1: Average learned architecture for (a) structured bias-tuning and (b) unstructured bias-tuning.

a LoRA baseline (Hu et al., 2021) and a baseline
similar to Mix-and-Match (MaM) (He et al., 2021).
Our LoRA baseline fine-tunes all bias parameters
and adds rank-8 updates to all MHA query and key
modules. Our MaM-like baseline fine-tunes all bias
parameters and adds rank-8 updates to all MHA
query and key modules and all FFN modules.

Results for this experiment with parameter bud-
get 3.4M are in Table 1. In our S-MaM and U-MaM
experiments, we prune from an initial architecture
with 6.8M parameters. We observe that our S-MaM
architecture achieves slightly higher average GLUE
(Wang et al., 2018) validation score over our MaM-
like baseline, and our U-MaM architecture slightly
higher average GLUE validation score over our
S-MaM architecture. We conclude that structured
architecture search provides a small positive ben-
efit over the uniform-rank baseline architecture,
and that unstructured architecture search provides
a small positive benefit over structured architec-
ture search. We also observe our U-MaM architec-
ture achieves average GLUE validation score on
par with full fine-tuning while fine-tuning approxi-
mately 100 times fewer parameters.

4.2 Very Small PETs

Here we examine our learned PET architectures
with parameter budget less than the total num-
ber of bias parameters in the base PLM. For
roberta-large, this is about 273k.

We use our method to learn structured and un-
structured bias-tuning architectures. We compare
our method with WARP (Hambardzumyan et al.,
2021) using parameter budget 25k in Table 1, and
report results for our method for other parame-

ter budgets in the appendix. Our learned struc-
tured and unstructured bias-tuning architectures
are labeled S-BitFit and U-BitFit, respectively.
In our S-BitFit and U-BitFit experiments, we
prune from a PET architecture with 273k param-
eters that fine-tuens all bias parameters, the same
as BitFit. We observe that the unstructured bias-
tuning architecture achieves significantly higher
validation performance than the structured bias-
tuning architecture with the same parameter budget.
We conclude that the subset of bias parameters that
are "good" to fine-tune are not concentrated in a
few modules, but rather are distributed throughout
the network. Our learned unstructured bias-tuning
architecture with < 50k parameters fine-tunes only
18% of all bias parameters while achieving valida-
tion GLUE score only slightly less than fine-tuning
all bias parameters (86.5 versus 86.7). We con-
clude that a vast majority of bias parameters do not
need to be fine-tuned to achieve performance com-
parable to fine-tuning all bias parameters. With a
parameter budget of 25k, unstructured bias tuning
achieves similar performance compared to WARP,
beating or tying WARP on a majority of GLUE
tasks but achieving slightly worse average perfor-
mance. We conclude that both methods are about
equally effective.

4.3 Interpreting Learned Architectures

Here we examine the architectures learned by our
algorithm and consider what they say about which
parts of the network are most parameter-efficient to
fine-tune. Each illustration discussed in this section
averages the architectures learned by our method
over all GLUE tasks and five random initializa-
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tions per task. Figure 1a illustrates the architecture
learned by our method for structured bias-tuning
with parameter budget 5S0k. We observe a clear
preference by our algorithm for fine-tuning the bi-
ases of the intermediate.dense modules in the
middle of the network. Figure 1b illustrates the ar-
chitecture learned by our method for unstructured
bias tuning with parameter budget 50k. We ob-
serve a weak preference for fine-tuning the bias
parameters of modules in the middle of the net-
work, but not for any particular module type within
each transformer block. We conclude that the bi-
ases that are most parameter-efficient to fine-tune
are in the middle layers of the network.

5 Conclusion

In this paper, we considered the question which
parts of the network are most efficient to fine-tune,
and what is the most parameter-efficient way to
fine-tune them? To answer that question, we de-
veloped a NAS algorithm based on structured and
unstructured pruning. We presented experimen-
tal results on RoOBERTa Large demonstrating the
effectiveness of our algorithm, achieving GLUE
validation performance similar to WARP at 25k
parameters (9% of all biases), similar to BitFit at
50k parameters (18% of all biases), and similar
to full fine-tuning at 3.4M parameters (10% of all
parameters). From our learned architectures we ob-
served that the bias parameters in the middle layers
of the network are most efficient to fine-tune. We
conclude that it is important to consider where to
fine-tune as well as how.

Limitations

Differences in experimental setup may make it dif-
ficult to accurately and fairly compare published
results. For example, to prevent data leakage, we
report validation performance at the end of train-
ing and do not perform early stopping. This is in
contrast to most other papers which report peak
validation performance. Results reported for other
methods are reproduced in the same learning en-
vironment as our method unless explicitly stated
otherwise. This takes into account recent work
demonstrating problems with fairly and accurately
evaluating PET methods that use early stopping
improperly (Chen et al., 2022).

Although many pruning criteria exist in the liter-
ature, in this paper we only consider one pruning
criterion. Although not presented in this paper,

experiments we conducted with various formula-
tions of magnitude pruning did not produce better
results.

Although prompt tuning is a popular PET
method, we do not perform NAS for prompt tuning
to determine the most efficient positions for insert-
ing prompt tokens into the input. Pruning may or
may not prove to be a successful strategy for this
problem.

Other NAS strategies exist in the literature be-
sides pruning, such as evolutionary, reinforcement
learning, and DARTS (Liu et al., 2018). However,
our pruning method seems to give a good trade-off
between validation performance and computational
expense.

Ethics Statement

Powerful language models can be used for unethi-
cal purposes, such as generating offensive or decep-
tive content. Although researchers today are mak-
ing a greater effort to establish protections against
the unethical use of their models, bad actors may
still find ways to circumvent those protections. One
avenue for attack could involve fine-tuning a PLM
on a nefarious dataset to produce unethical con-
tent. In this paper, we showed that a PLM can
be successfully fine-tuned on a downstream task
by fine-tuning a small number of parameters, or
adding a low-rank update to a few select parameter
matrices. Thus researchers should consider the risk
posed by unethical parameter-efficient fine-tuning
before publishing a fine-tuneable version of their
model.
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A Experiment Setup

In all experiments we use the Adam optimizer
(Kingma and Ba, 2014) and a linear learning rate
scheduler with 6% warm-up steps. We observe
that training with a higher peak learning rate works

best when fine-tuning a small number of parame-
ters. We use different peak learning rates for differ-
ent experiments depending on the maximum num-
ber of parameters being fine-tuned, ranging from
107 for full fine-tuning to 3 x 10~* for training
our smallest PETs. We also train for a different
number of epochs for each GLUE tasks. We train
for 20 epochs on MRPC, RTE, CoL A, and STSB;
5 epochs on SST-2 and QNLI; and 2 epochs for
MNLI and QQP. We observe that extending the
number of training epochs beyond these limits does
not substantially affect validation performance. In
all experiments, we use batch size 16 and maxi-
mum sequence length 128.

B Additional Experimental Results

We report results for our learned structured and un-
structured bias-tuning architecture with parameter
budgets 10k, 25k, 50k, 100k, and 200k in Table
2. We observe that unstructured bias-tuning holds
an advantage over structured bias-tuning across all
parameter budgets. We also observe that the perfor-
mance of unstructured bias-tuning begins to fall off
after decreasing the parameter budget below 50k.
WARP with a parameter budget of 11k significantly
outperforms our U-BitFit method with a parame-
ter budget of 10k on the MRPC and COLA tasks.
This difference might be explained by the differ-
ence in experimental setup (e.g., Hambardzumyan
et al. (2021) reports peak validation score whereas
we report end-of-training validation score), or the
small difference in parameter budget. We believe
that our method can be improved in the very small
parameter budget regime using iterative, rather than
one-shot, pruning.
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Method | #params | MNLI | SST-2 | MRPC | CoLA | QNLI | QQP | RTE | STS-B | Avg.
WARPT 11k 87.6 93.0 83.8 72.9 | 954 | 8.6 | 574 | 81.0 | 82.1
WARP! 25k 88.2 96.0 90.8 60.6 | 93.5 | 845 | 75.8 | 88.6 | 84.8
S-BitFit 10k 70.1 92.1 70.6 0.0 73.1 | 73.3 | 52.7 | 22.2 | 56.8
S-BitFit 25k 84.1 94.2 70.6 40.2 88.9 | 83.8 | 56.0 | 76.8 | 74.3
S-BitFit 50k 87.1 94.3 72.1 51.5 914 | 86.2 | 59.6 | 86.9 | 78.6
S-BitFit 100k 88.2 95.0 87.7 8.8 | 924 | 874 | 787 | 904 | 84.8
S-BitFit 200k 89.1 95.6 88.2 63.1 93.8 | 879 | 819 | 914 | 86.4
U-BitFit 10k 87.4 95.1 71.1 58.8 | 92.2 | 86.3 | 59.6 | 88.3 | 79.8
U-BitFit 25k 88.8 95.5 85.3 62.1 93.5 | 87.7 | 74.0 | 90.3 | 84.6
U-BitFit 50k 89.1 95.8 88.5 64.8 | 93.8 | 88.0 | 80.9 | 91.1 | 86.5
U-BitFit 100k 89.3 95.8 88.5 63.6 | 93.9 | 87.7 | 81.9 | 91.3 | 86.5
U-BitFit | 200k 89.4 95.6 88.5 64.8 | 939 | 86.5 | 81.9 | 914 | 86.5

Table 2: GLUE development set score for structured (S-BitFit) and unstructured (U-BitFit) bias-tuning architectures
learned by our method for different parameter budgets. The results for WARP' are reported from Hambardzumyan
etal. (2021).
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