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Abstract

Recent pre-trained language models (PLMs)
achieve promising results in existing abstrac-
tive summarization datasets. However, exist-
ing summarization benchmarks overlap in time
with the standard pre-training corpora and fine-
tuning datasets. Hence, the strong performance
of PLMs may rely on the parametric knowl-
edge that is memorized during pre-training and
fine-tuning. Moreover, the knowledge memo-
rized by PLMs may quickly become outdated,
which affects the generalization performance of
PLMs on future data. In this work, we propose
TEMPOSUM, a novel benchmark that contains
data samples from 2010 to 2022, to understand
the temporal generalization ability of abstrac-
tive summarization models. Through exten-
sive human evaluation, we show that paramet-
ric knowledge stored in summarization mod-
els significantly affects the faithfulness of the
generated summaries on future data. Moreover,
existing faithfulness enhancement methods can-
not reliably improve the faithfulness of summa-
rization models on future data. Finally, we dis-
cuss several recommendations to the research
community on how to evaluate and improve
the temporal generalization capability of text
summarization models.1

1 Introduction

Abstractive summarization aims to generate a con-
cise summary that contains the critical informa-
tion of the source text while ensuring the gener-
ated text is fluent and faithful. In recent years,
pre-trained language models (PLMs) have accom-
plished state-of-the-art outcomes across numerous
summarization benchmarks (Zhang et al., 2020;
Lewis et al., 2020). Nonetheless, the test sets within
these benchmarks are predominantly comprised of
data samples prior to 2019, resulting in a substan-
tial temporal overlap with both the training sets and

∗Co-corresponding author.
1Our TEMPOSUM benchmark is available at

https://github.com/NLP2CT/TempoSum.

News article from CNN in 2015:
Add Vice President Joe Biden to the list of potential
2016 candidates traveling to the first-in-the-nation
caucus state. Biden will travel on official White
House business next week to Des Moines, Iowa
where he will deliver a speech on the administration’
s economic policies, his office announced Friday ...
Generated Summary:
Vice President Joe Biden will travel to Iowa next
week ...
News article from CNN in 2021:
President Joe Biden’s mission to speed up the lack-
luster rollout of coronavirus vaccines. Biden signed
a slew of executive orders this week aimed at accel-
erating the distribution of vaccines and tests ...
Generated Summary:
Vice President Joe Biden has signed executive or-
ders to speed up vaccine distribution ...

Figure 1: Two sample CNN news articles in 2015 and
2021, respectively, as well as their summaries generated
by the PEGASUS (Zhang et al., 2020) model that is fine-
tuned on the CNN/DM dataset. We highlight the entity
mentions of Joe Biden in the articles and summary in red
color. We underline the factual error in the summaries.

standard pre-training corpora. As summarization
systems are commonly deployed in practical appli-
cations for processing text articles from future time
periods, it is crucial to consider their performance
on such data. PLMs that excel on data originating
from the same temporal context as the pre-trained
corpus may not necessarily exhibit robust general-
ization capabilities when applied to future datasets.

In Figure 1, we present two CNN news articles
in 2015 and 2021, respectively, as well as their sum-
maries generated by the PEGASUS (Zhang et al.,
2020) model that is fine-tuned on the CNN/DM
dataset. From the summary of the article in 2015,
we observe that PEGASUS generates “Vice Pres-
ident Joe Biden”, which is faithful to the source
document. However, since both the training set
of CNN/DM and the pre-training corpora of PE-
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GASUS contain text data in 2015, it is not clear
whether the model utilizes the document content or
the parametric world knowledge that is memorized
during pre-training and fine-tuning to generate the
correct information about Joe Biden.

On the other hand, the news article in 2021 from
Figure 1 indicates that Joe Biden is a president.
Since both the CNN/DM training set and standard
pre-training corpora do not contain data after 2019,
the PEGASUS model must leverage the document
content to generate the expression “President Joe
Biden”. Unfortunately, the PEGASUS model hal-
lucinates the content of “Vice President Joe Biden”
in the summary which is unfaithful.

Based on the above qualitative results, we sus-
pect that the promising performance of PLMs in
existing summarization benchmarks relies on their
parametric world knowledge. In order to reli-
ably evaluate the temporal generalization ability
of pre-trained summarization models, the source
articles in an evaluation benchmark should contain
knowledge conflicts, i.e., the articles should present
knowledge that contradicts the parametric world
knowledge in PLMs.

To this end, we propose the TEMPOSUM bench-
mark, which contains text articles with knowledge
conflicts to assess the temporal generalization ca-
pability of text summarization models. Specifi-
cally, our benchmark consists of two summariza-
tion datasets of different abstractiveness collected
from CNN and BBC News ranging from 2010 to
2022. For each dataset, we construct a future test
set, in which all the articles are published after 2019
and contain knowledge conflicts to evaluate the ro-
bustness of pre-trained summarization on articles
from a future temporal period.

Based on our benchmark, we present the first
systematic human evaluation of the temporal gen-
eralization ability of text summarization models.
This paper aims to answer two important research
questions. First, how do the pre-training process
and fine-tuning datasets affect the temporal gen-
eralization abilities of summarization models?
We compare the performance of the SOTA pre-
trained text summarization model, PEGASUS, and
a non-pretrained Transformer model on our pro-
posed benchmark. Our results demonstrate that al-
though the pre-training process of PEGASUS helps
the model generates more meaningful and gram-
matical summaries, it also encourages the model
to hallucinate outdated information according to

its parametric world knowledge. Moreover, we
observe that the divergence between the source
documents and their reference summaries in the
finetuning dataset causes summarization models to
rely on their parametric world knowledge instead
of the source text.

Second, are recent faithfulness enhancement
methods and faithfulness evaluation methods
effective on future data? We first analyze the
performance of two recent faithfulness enhance-
ment methods, CLIFF (Cao and Wang, 2021) and
ENT (Xiao and Carenini, 2022), which are built
on contrastive learning and copy mechanism, re-
spectively. We find that the contrastive learning-
based method outperforms the copy-based method
in terms of faithfulness improvement on future data.
However, the performance of these two faithfulness
enhancement methods heavily depends on the do-
main of the data. Namely, both of these methods
fail to improve the faithfulness of the text summa-
rization in future CNN news articles. Then, we
investigate the human correlations of two popular
faithfulness evaluation metrics, FactCC (Kryscin-
ski et al., 2020) and QAFactEval (Fabbri et al.,
2022), on future data. The results show that both of
these metrics have a weak correlation with human
judgments.

Taken together, it is essential to use temporally
split test sets that contain knowledge conflicts to
accurately estimate the temporal generalization per-
formance of text summarization models. Our find-
ings suggest that PLMs are prone to rely on their
parametric knowledge and exhibit a tendency to
generate hallucinations containing outdated knowl-
edge. Therefore, a new evaluation protocol is re-
quired to estimate the extent to which PLMs rely
on their parametric world knowledge.

2 Related Work

2.1 Text Summarization Datasets

Most of the existing text summarization datasets,
such as CNN/Dailymail (Hermann et al., 2015; Nal-
lapati et al., 2016), XSum (Narayan et al., 2018),
Newsroom (Grusky et al., 2018), focus on single
document summarization in the news domain. The
Multi-News dataset (Fabbri et al., 2019) is pro-
posed for multi-document news summarization,
in which the input is a set of news documents.
The SumREN dataset (Reddy et al., 2023) is con-
structed for reported speech summarization that
aims to summarize the reported statements made
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by a specific person in news documents. Other
text summarization datasets focused on summariz-
ing scientific articles (Cohan et al., 2018; Lu et al.,
2020), legal documents (Kornilova and Eidelman,
2019), events (Ghalandari et al., 2020; Yoon et al.,
2023; Li et al., 2021), or dialogues (Gliwa et al.,
2019; Zhu et al., 2021; Chen et al., 2021). However,
the test sets of the above datasets do not evaluate
the temporal generalization capability of summa-
rization models. A realistic evaluation benchmark
should include data from different temporal periods
to ensure an accurate evaluation. As most of the ex-
isting PLMs are pre-trained on corpora before 2019,
TEMPOSUM includes the data collected from 2010
to 2022. The extended collection periods allow the
research community to explore the temporal gener-
alization ability of these models. Recently, (Goyal
et al., 2022) collect 100 news articles in 2022 from
CNN and BBC, but they do not select articles that
contain knowledge conflicts. In contrast, our bench-
mark comprises recent news articles that contain
knowledge conflicts with existing PLMs, thereby
enabling us to examine the temporal generalization
ability of PLMs.

2.2 Evaluation of Faithfulness and Factuality
There are several datasets that annotate the faith-
fulness of generated summaries. Some of these
datasets (Kryscinski et al., 2020; Wang et al., 2020;
Fabbri et al., 2021) annotate an overall faithfulness
label for each summary. Pagnoni et al. (2021);
Goyal and Durrett (2021); Huang et al. (2020) de-
fine a more fine-grained typology of faithfulness
errors, and different models (Chan et al., 2023) are
proposed to detect the factual error types. Other
datasets (Maynez et al., 2020; Cao and Wang, 2021;
Cao et al., 2022) annotate factuality labels to indi-
cate whether the generated summaries are factually
correct. All the above datasets annotate summaries
in the existing CNN/DM and XSum benchmarks.
By contrast, we collect recent news articles that
contain knowledge conflicts to study the temporal
generalization ability of PLMs.

2.3 Out-of-distribution Generalization of
Language Models

Some previous works (Raffel et al., 2020; Guo and
Yu, 2022; Grangier and Iter, 2022) study the gener-
alization capability of language models (LMs) in
out-of-domain data. Other studies (Lazaridou et al.,
2021; Luu et al., 2022; Röttger and Pierrehum-
bert, 2021; Rosin et al., 2022; Loureiro et al., 2022;

Agarwal and Nenkova, 2022) analyze the temporal
generalization ability of LMs on future test sets that
do not have temporal overlap with the training set
and standard pre-training corpora, but these stud-
ies do not analyze the effects of parametric world
knowledge on the temporal generalization ability
of PLMs. Recently, Longpre et al. (2021) propose
a method to artificially generate data samples that
contain knowledge conflicts and study how para-
metric world knowledge affects the performance
of question-answering models. In contrast, our
method selects recent news articles that present
knowledge conflicts. Thus, the distribution of the
samples created by our method is more similar to
the distribution of real data. Moreover, we conduct
extensive human evaluations to analyze the types of
errors made by pre-trained summarization models.

3 TEMPOSUM Benchmark

We first propose the TEMPOSUM benchmark to in-
vestigate the temporal generalization capability of
PLMs on future documents that present knowledge
conflicts, i.e., the scenarios where the knowledge
presented in the source document contradicts the
parametric world knowledge in PLMs.

3.1 Data Source

Previous pre-trained summarization models are
mostly fine-tuned on the XSum (Narayan et al.,
2018) or CNN/DM (Hermann et al., 2015) datasets.
To evaluate the temporal generalization ability of
PLMs that are finetuned on XSum and CNN/DM,
we create the following two datasets that contain
articles from an extended time period. We filter out
all the samples that overlap with the training sets
of XSum and CNN/DM.

BBC dataset: The existing XSum dataset con-
sists of news articles from BBC news between 2010
to 2017. The reference summaries in XSum are
highly abstractive. In our benchmark, we crawl
news articles from BBC news between 2010 to
2022 to construct the BBC dataset.

CNN dataset: The existing CNN/DM dataset
contains news articles from CNN news and Daily-
mail news between 2007 and 2015. The reference
summaries in CNN/DM are highly extractive. We
collect news articles from CNN news2 between

2We exclude DailyMail from our benchmark because this
news agency is reported to have low credibility (Goyal et al.,
2022)
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2012 to 2022 to construct the CNN dataset in our
benchmark.

3.2 Test Set Construction

To understand the temporal generalization ability
of pre-trained summarization models, we construct
a future test set and an in-distribution test set
for each dataset in our benchmark. A future test
set consists of samples that present knowledge con-
flicts, while an in-distribution test set comprises
samples that are consistent with the parametric
knowledge of pre-trained summarization models.
To construct the test sets in our benchmark, we first
collect evolving facts that change over time. Next,
we assume that the collected evolving facts that
occurred after 2019 are knowledge conflicts and
use them to select news articles.

3.2.1 Identifying evolving facts
We use Wikidata (Vrandecic and Krötzsch, 2014)
as the knowledge base to collect evolving facts.
Wikidata store facts in the form of (subject,
relation, object) triples. Since standard pre-
training corpora only obtain data up to 2019, we
assume that any fact that is changed after 2019
is unaware by PLMs. Concretely, if the ob-
ject of a (subject, relation) pair is changed
after 2019, then all the facts that contain the
(subject, relation) pair are considered as evolv-
ing facts. For example, Wikidata contains a fact
(Joe Biden, position-held, Vice President
of the United States) since 2009. However, the
object of (Joe Biden, position-held) is changed
to “President of the United States” in 2021.
Thus, both the facts (Joe Biden, position-held,
Vice President of the United States) and
(Joe Biden, position-held, President of the
United States) are considered as evolving facts.

As the space of evolving facts is extremely
large, our work focuses on the facts that are re-
lated to politicians as a proxy to study the ef-
fects of conflicted knowledge on PLMs. Specif-
ically, we only extract evolving facts that have
the “position-held” or “position-held-by” re-
lation. We select these two relations because the
standard text summarization fine-tuning datasets
(e.g., CNN/DM, XSum) focus on the news do-
main, and most of their samples contain politicians.
Moreover, as the positions of government officials
often change, the facts that contain these two re-
lations have strong temporal dynamics (Lazaridou
et al., 2021; Dhingra et al., 2022).

3.2.2 Selecting articles with evolving facts
For both BBC and CNN datasets in our benchmark,
we only crawl the news articles in which the salient
content contains the subject or object entity of an
evolving fact3. It is because PLMs prone to rely
on their parametric knowledge when summarizing
the entities that are related to evolving facts, as
shown in Figure 1. Specifically, all the crawled
articles satisfy the following two criteria: (1) the
article includes both the subject and object of at
least one evolving fact; (2) the reference summary
includes either the subject or the object of an evolv-
ing fact. In this way, all our crawled articles that are
published after 2019 should contain facts that con-
tradict the knowledge stored in PLMs (knowledge
conflicts). For each of the BBC and CNN datasets,
we partition the crawled articles into future test
set and in-distribution test set according to their
publication time. The crawled articles that were
published after 2019 belong to the future test set;
the remaining articles belong to the in-distribution
test set. We present the statistics of our constructed
test sets in Table 1.

3.3 Human Evaluation Protocol

One major harmful effect of parametric world
knowledge is that it may cause summarization mod-
els to hallucinate contents that are not faithful to
the source document, as shown in Figure 1. To
understand how parametric world knowledge af-
fects the faithfulness of the generated summaries,
we define three fine-grained categories of halluci-
nations, which include outdated hallucinations,
non-verifiable hallucinations and factual hallu-
cination. Table 2 presents the complete definition
of our proposed typology of hallucinations. In con-
trast, previous works (Maynez et al., 2020) only
determine whether the hallucinations are factual or
non-factual.

For each generated summary, we first decide
whether the sentence is faithful, i.e., the informa-
tion can be entailed by the source article. If it is
not faithful, we verify it through Wikipedia to de-
cide whether they are factual to world knowledge
at the time the article was published or outdated if
it could be connected to the knowledge from the
past. If there is no information found to support the
unfaithful entities, then labeled as non-verifiable
errors. The complete human evaluation instruction

3We crawl archived BBC and CNN articles from Internet
Archive (https://web.archive.org/)
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Dataset Test set Year # Samples

BBC In-dist. 2010-2017 6,254

Future 2020-2022 2,260

CNN In-dist. 2012-2015 970

Future 2020-2022 3,250

Table 1: The dataset statistics of TEMPOSUM. Our
evaluation benchmark consists of two datasets: BBC
and CNN. We construct an in-distribution (In-dist.) and
a future test set for each dataset.

is in Appendix A.

4 Experiment Settings

4.1 Summarization Models
We perform extensive experiments using the fol-
lowing models. More implementation details are
described in Appendix D.

PEGASUS: The state-of-the-art pre-trained text
summarization model. This model is a Transformer
model that is pre-trained using the gap-sentence
prediction objective (Zhang et al., 2020).

Transformer: To study how the pre-training pro-
cess affects the temporal generalization perfor-
mance of summarization models, we also evalu-
ate the performance of a non-pretrained vanilla
Transformer model (Vaswani et al., 2017) in our
experiments.

CLIFF: A faithfulness enhancement method that
applies contrastive learning to teach a summariza-
tion model to distinguish faithful summaries from
unfaithful summaries (Cao et al., 2022). This
method implicitly encourages text summarization
models to generate faithful summaries. We apply
the CLIFF method to the PEGASUS model in our
experiments.

ENT: A faithfulness enhancement method that
encourages summarization models to explicitly
copy salient entities from the source text via an
entity span copy mechanism (Xiao and Carenini,
2022). We apply the ENT method to the PEGASUS
model in our experiments.

4.2 Human Evaluation
We conduct extensive human evaluations to anno-
tate the types of hallucinations made by system-
generated summaries4. Four authors from this pa-

4We use the annotation tool proposed by Nakayama et al.
(2018) to conduct our human evaluation.

per annotate the above model-generated summaries.
We annotate 150 random articles from each test
split (a total of 600 articles for both the BBC and
CNN datasets). Each sample is annotated by two
of our authors. The matching rate of annotations
on the in-distribution test set was 68% and 76% for
the BBC and CNN datasets. As for the future test
set, the annotations matched 72% and 85% for the
BBC and CNN datasets, respectively.

4.3 Automatic Evaluation Metrics

FactCC: An entailment-based faithfulness evalu-
ation metric proposed by Kryscinski et al. (2020).
Previous studies (Pagnoni et al., 2021) show that
FactCC has a strong correlation with human judg-
ments on existing benchmarks.

QAFactEval: The state-of-the-art faithfulness
evaluation for text summarization (Fabbri et al.,
2022). This metric utilizes question-generation and
question-answering models to estimate the faithful-
ness of a summary.

5 Result Analysis

5.1 How do the pre-training process and
fine-tuning datasets affect the temporal
generalization abilities of summarization
models?

We illustrate the distribution of hallucinations made
by different models on the BBC and CNN datasets
in Figure 2a and Figure 2b, respectively. From
these two figures, we draw the following observa-
tions.

Pre-training improves the faithfulness of a sum-
marization model on future data. We observe
that PEGASUS produces significantly fewer hallu-
cinations than its non-pretrained counterpart in the
future test sets of both BBC and CNN datasets. The
results suggest that pre-training helps a summariza-
tion model generates more faithful summaries even
if the source articles contain knowledge conflicts.

Pre-training encourages a summarization model
to hallucinate outdated information based on its
parametric knowledge. We observe that on the
future test set of BBC, PEGASUS generates sub-
stantially more outdated hallucinations than Trans-
former (39.81% vs. 33.33%). While on the future
test set of CNN, PEGASUS and Transformer ob-
tain a similar number of outdated hallucinations
(3.94% vs 4.72%). Our human evaluation results
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Category Definition Example

Outdated hallucina-
tions

Hallucinations that are consistent with world
knowledge before the time in which the article
is published.

Vice President Joe Biden has signed execu-
tive orders to speed up vaccine distribution.

Non-verifiable halluci-
nations

Hallucinations that cannot be verified by world
knowledge at any time stamp. If a summary
contains totally ungrammatical sentences, we
will also consider the grammatical errors as non-
verifiable hallucinations.

President Thomas Biden has signed executive
orders to speed up vaccine distribution.

Factual hallucinations Hallucinations that are consistent with world
knowledge at the time the article is being pub-
lished.

US President Joe Biden has signed executive
orders to speed up vaccine distribution.

Table 2: Our proposed typology for hallucinations in system-generated summaries. The word spans that are
inconsistent with the source text (hallucinations) are highlighted in red color. The truncated source article (published
in 2021) for the examples: President Joe Biden’s mission to speed up the lackluster rollout of coronavirus vaccines.
Biden signed a slew of executive orders this week aimed at accelerating the distribution of vaccine and tests.

reveal that the parametric world knowledge learned
during pre-training harms the faithfulness perfor-
mance of PEGASUS on future test sets. Previous
studies mainly consider the benefits of parametric
knowledge (Cao et al., 2022; Maynez et al., 2020),
but few of them critically study its negative impacts.
Our results indicate that parametric knowledge can
be harmful and may guide the model to generate
unfaithful information.

The source-target divergence in the finetuning
dataset encourages the model to generate sum-
maries with less reliance on the source. Our
evaluation results show that models that are fine-
tuned on XSum generate more hallucinations on
future data. The reason is that a significant por-
tion of reference summaries in the XSum dataset
have the entity missing problem (Tejaswin et al.,
2021) (i.e., reference summaries contain entities
that do not appear in the source text). Thus, models
trained on this dataset are encouraged to halluci-
nate contents that are not inferable from the source
article.

We observe that models that are fine-tuned on the
XSum dataset learn spurious correlations from the
training data. Namely, these models learn to gener-
ate entities that frequently co-occur on the training
data, e.g., Prime Minister and David Cameron. Fig-
ure 3 shows an example of a BBC news article
published in 2020. The content of the article im-
plies that Boris Johnson is the prime minister of the
UK. However, PEGASUS generates “Prime Min-
ister David Cameron” in the summary, which is
an outdated hallucination. This example suggests
that PEGASUS memorizes a strong correlation be-

tween Prime Minister and David Cameron from
the finetuning dataset. Learning such a spurious
correlation is undesirable since a text summariza-
tion model should learn to ground the generation
decision on the facts presented in the source text.
Moreover, this kind of behavior harms the temporal
generalization ability of text summarization since
the knowledge of our world evolves constantly.

The pre-training process helps generate mean-
ingful and grammatical summaries. On the
BBC dataset, PEGASUS generates much fewer
non-verifiable errors than Transformer for both the
in-distribution test set (21.36% vs. 82.52%) and
future test set (24.07% vs. 67.59%). Similarly, on
the CNN dataset, PEGASUS produces less non-
variable error than Transformer for both the in-
distribution test set (7.89% vs. 28.07%) and future
test set (4.72% vs. 26.77%). The reason may lie
in that the pre-training process of PEGASUS al-
lows the model to learn more general linguistic
features and time-invariant world knowledge (e.g.,
London is the capital city of the United Kingdom),
which can be generalized to the data from different
temporal periods.

Summary. Our experiment results show that fine-
tuning datasets plays a crucial role in the temporal
generalization performance of text summarization
models. The divergence between the source docu-
ment and reference summary encourages models
to heavily rely on their parametric knowledge, lim-
iting their temporal generalization ability. On the
other hand, outdated hallucination is a critical con-
cern for the temporal generalization ability. It be-
comes a non-neglectable factor in the faithfulness
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Figure 2: Human evaluation results on the types of hallu-
cinations made by different models on the TEMPOSUM
benchmark.

Source ar-
ticle

The prime minister was speaking in the Com-
mons two days after announcing the lock-
down at a televised press conference... UK
recorded 18,950 new confirmed cases of coro-
navirus and 136 deaths ... Boris Johnson is
stuck in between two groups...

Summary
by PEGA-
SUS

Prime Minister David Cameron has defended
the government ’s response to the outbreak of
the coronavirus, which has killed 136 people
in the UK.

Summary
by CLIFF

Prime Minister Boris Johnson has defended
the government’s response to the outbreak of
coronavirus in the UK.

Figure 3: An example of a BBC news article from
2020, and the summaries generated by PEGASUS and
CLIFF. We highlight the entity mentions of Prime Min-
ister and Boris Johnson in the article and the generated
summaries in red color. We underline the factual error
in the summaries.

performance on the future test set.

5.2 Are recent faithfulness enhancement
methods and faithfulness evaluation
methods effective on future data?

We first investigate the temporal generalization
of two recent faithfulness enhancement methods,

CLIFF and ENT. Then, we evaluate the human
correlations of two popular faithfulness metrics,
FactCC and QAFactEval.

5.2.1 Performance of the CLIFF method
Figure 2 shows the annotation results of CLIFF on
both datasets. We have the following observations.

CLIFF effectively prevents summarization mod-
els from relying on their parametric knowledge
on the BBC dataset. We observe that CLIFF
generates significantly fewer hallucinations than
PEGASUS on the future test set of BBC (41.67%
vs. 61.11%). The remarkable faithfulness improve-
ment of CLIFF is attributed to its effectiveness in
encouraging models not to rely on their parametric
knowledge. On the future test set, CLIFF generated
fewer summaries containing outdated hallucina-
tions than PEGASUS (25.00% vs 39.81%). More-
over, CLIFF shows its robustness in information
fusion, Figure 3 shows an example of a BBC article
from 2020 and the summary generated by CLIFF. It
successfully fuses the information from the source
article and generates a faithful summary with new
knowledge “Prime Minister Boris Johnson”, while
PEGASUS utilizes its parametric knowledge to
generate a summary with outdated hallucination.

The effectiveness of CLIFF on future data highly
depends on the finetuning dataset. Different
from the competitive performance observed on the
BBC dataset, CLIFF has negative impacts on the
CNN dataset. CLIFF slightly improves the faith-
fulness performance on the in-distribution test set,
producing fewer hallucinations than PEGASUS
(6.14% vs. 7.89%). CLIFF is ineffective on the
future test set and generates more hallucinations
than PEGASUS (18.11% vs. 10.24%). Moreover,
the training objective of CLIFF fails to mitigate the
reliance on parametric knowledge and yields more
outdated hallucinations than PEGASUS (6.30% vs.
3.94%).

While CLIFF performs well on the in-
distribution test set, its performance on the future
test set is inconsistent across the two datasets in the
TEMPOSUM benchmark. It remains challenging to
develop faithfulness enhancement methods that are
generalizable to the future.

5.2.2 Performance of the ENT method
Figure 2 shows the annotation results for the ENT
method on both datasets. We draw the following
observations.
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Source Metric In-distribution Future

BBC FactCC -0.03 0.138
QAFactEval 0.406 0.317

CNN FactCC 0.219 0.235
QAFactEval 0.303 0.377

Table 3: Spearman’s rank correlation between human
judgments and faithfulness metrics in different test sets.

The ENT method fails to improve the faithful-
ness of summarization models on future data.
From Figure 2, we observe that ENT and PEGA-
SUS produce a similar amount of hallucinated con-
tent (61.11% vs. 61.11%) on the future test set
of the BBC dataset. Whereas in the future test
set of CNN, the ENT model produces more hallu-
cinations than the PEGASUS model (40.94% vs.
10.24%). Moreover, ENT does not reduce the ten-
dency of a model to rely on its parametric world
knowledge. In comparison to PEGASUS, ENT
produces a higher percentage of outdated halluci-
nations on the future test set of BBC (44.44% vs.
39.81%). Whereas in the future test set of the CNN
dataset, ENT produces the same level of outdated
hallucinations as PEGASUS (3.93% vs. 3.93%).

We suspect that the ineffectiveness of ENT is
due to the restrictions in its copy mechanism. The
copy mechanism of ENT only copies named en-
tities from the source text that are identified by a
NER tool. However, unnamed entities like govern-
ment officials (e.g., the prime minister) often occur
in the source text and reference summaries in our
benchmark. This type of unnamed entity cannot be
recognized by NER and is excluded from the copy
mechanism of ENT.

5.2.3 Human correlations results of
faithfulness evaluation metrics

Recent faithfulness evaluation metrics demon-
strate weak correlations with human judgments
on future data. We present the human correla-
tion results of FactCC and QAFactEval on the TEM-
POSUM benchmark in Table 3. Although QAFactE-
val consistently obtains higher human correlations
than FactCC on the future test sets of CNN and
BBC, the Spearman’s correlation coefficient scores
(Myers and Sirois, 2004) obtain by these two met-
rics are lower than 0.4, suggesting that these met-
rics only have weak correlations with human judg-
ments. Thus, we still need to develop more accurate
faithfulness evaluation metrics for future data.

5.2.4 Summary
Enhancing and evaluating the faithfulness of sum-
marization models to future data poses a signifi-
cant challenge. Current faithfulness enhancement
and evaluation methods are typically developed
based on observations made from existing evalua-
tion benchmarks, which may not be generalizable
to future data. Instead, we argue that the use of
non-temporal overlap samples for evaluation pur-
poses can more accurately reflect the generalization
capability of summarization systems and metrics,
while also providing a fair comparison of perfor-
mance between different faithfulness enhancement
and evaluation methods.

6 Recommendations

Based on the observations from our experiments,
we recommend the following four takeaways to the
summarization research community.

1. We should use temporally split test sets that
contain knowledge conflicts to evaluate the per-
formance of summarization systems. This kind
of test set allows us to isolate the effects of para-
metric world knowledge to accurately evaluate the
temporal generalization performance of text sum-
marization.

2. Human evaluations for pre-trained summa-
rization models should annotate the number of gen-
erated summaries that contain outdated hallucina-
tions. This practice allows us to assess the extent
to which pre-trained summarization models rely on
their parametric world knowledge.

3. In order to improve the temporal generaliza-
tion capability of summarization models, we need
to develop techniques to prevent summarization
models from learning spurious correlations among
entities during pre-training and fine-tuning. Our
experiments show that spurious correlation is a key
factor that affects the temporal generalization abil-
ity of summarization models on future data.

4. Users need to be cautious when using exist-
ing automatic metrics to evaluate the faithfulness of
summaries on future data. The community should
develop accurate automatic faithfulness metrics
that can generalize well on future data.

7 Conclusion

In this paper, we propose TEMPOSUM, a novel eval-
uation benchmark for assessing the temporal gener-
alization capability of text summarization models.
We collect samples from a broad temporal range
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which allow us to study the performance of PLMs
on data from different temporal periods. Through
extensive experiments on TEMPOSUM, we find
that PLMs are vulnerable to generating summaries
with outdated hallucinations and ignore the sup-
porting evidence provided by source articles. It is
crucial to develop techniques to prevent summariza-
tion systems from generating outdated information
and design automatic evaluation metrics to detect
outdated hallucinations. TEMPOSUM provides a
valuable data corpus which covers a wide range of
temporal periods, along with human judgements
from various summarization systems, to support
future studies in this direction.

Limitations

Our study of temporal generalization is limited to
news domain datasets. In the future, we still need
empirical studies for the temporal generalization
abilities of text summarization models on other do-
mains (e.g., dialog and scientific domains). More-
over, our analysis of knowledge conflicts mainly
focuses on entity relationships with politicians. We
can consider other categories of entities in future
work. Furthermore, as most of the existing PLMs
(e.g., PEGASUS, BART, T5, etc.) are pre-trained
on corpora before 2019, TEMPOSUM is designed
to evaluate the temporal generalization ability of
PLMs that were pre-trained on corpora before 2019.
To access the temporal generalization capability of
PLMs trained on more recent data (e.g., data from
2019 to 2021), we need to construct an evaluation
benchmark that includes data from future periods
(e.g, data after 2021).

Ethics Statement

This work proposes a new benchmark for accessing
the temporal generalization ability of text summa-
rization models. We only collect news articles from
creditableg news agencies to avoid including offen-
sive content in our benchmark. The news articles
used in our benchmark are publicly available on
the internet and therefore our benchmark does not
reveal any private information about individuals.
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A Human Evaluation Instruction

We present the instruction of our human evaluation
experiments in Figure 4.

B Automatic Evaluation Results

Table 4 shows the results of FactCC and QAFactE-
val scores obtained by different models. We ob-
serve that CLIFF outperforms all other methods
on all the test sets in terms of QAFactEval scores.
On the other hand, ENT attains the best FactCC
scores on the BBC datasets, while CLIFF achieves
the highest FactCC scores on the CNN dataset.

C Scientific Artifacts

Our proposed TEMPOSUM benchmark consists of
two English news summarization datasets. All the

Data Test set Model FactCC QAFactEval

BBC

In-dist.

PEGASUS 14.44 27.99
Trans. 17.97 3.99
CLIFF 15.40 30.38
ENT 17.99 20.16

Future

PEGASUS 11.24 24.97
Trans. 15.45 2.28
CLIFF 12.04 29.12
ENT 16.86 18.87

CNN

In-dist.

PEGASUS 50.57 73.86
Trans. 51.70 71.69
CLIFF 57.11 78.41
ENT 33.02 61.39

Future

PEGASUS 61.64 77.64
Trans. 54.54 73.44
CLIFF 63.42 80.44
ENT 35.83 65.23

Table 4: FactCC and QAFactEval scores obtained by
different summarization systems on the TEMPOSUM
benchmark.

data is collected from the Internet Archive5. The
licenses of the original news sources are applied.

D Implementation Details

In this section, we describe the checkpoints that we
use for our experiments.

PEGASUS: We use “google/pegasus-large-
xsum” and “google/pegasus-large-cnn_dailymail”
checkpoints provided by Wolf et al. (2019) in our
experiments.

CLIFF: We use the Pegasus+CLIFF checkpoints
from the official code repository of CLIFF (Cao
and Wang, 2021).

ENT: We use the source codes provided by the
authors to fine-tune PEGASUS. The authors find
that the proposed mechanism is performs better on
a filtered dataset (i.e., all the entities in the refer-
ence summaries are present in the source article).
We follow the authors by using the filtered version
of XSum and CNN/DM to fine-tune PEGASUS.

Transformer: We use the transformer-base
model from Huggingface (Wolf et al., 2019).

5https://archive.org/
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In this study, we investigate the faithfulness performance of summarization models for data from
different temporal periods.
You are required to identify the faithfulness errors in the generated summaries by using the error
typologies described below.

Factual A summary contains a text span that is not covered by the source input but is consistent
with world knowledge at the time of the article being published.
Outdated A summary contains a text span that is not covered by the source input but is consistent
with world knowledge before the time the article is published.
Non-verifiable A summary contains a text span that is not covered by the source input and cannot
be verified by any time of world knowledge.

Please follow the instruction shown below to identify the faithfulness of the generated summaries.
Step 1 Read the source document and the generated summary carefully.
Step 2 Check if all the information within the summaries can be directly entailed by the source
article. If yes, mark the sample as faithful. If no, go to the Step 3.
Step 3 If any summary contains entities that are not entailed by the source. Please verify it by
using Wikipedia with the knowledge of when the article was published. If it is consistent with the
knowledge of the time the article was published, mark this entity as factual. If not, but is consistent
with the knowledge before the article was published, mark this entity as outdated. If this entity
cannot be verified by any time of knowledge, mark this entity as non-verifiable.
Step 4 If the summary is not sensical or ungrammatical, please mark the sample as non-verifiable.

Figure 4: Our human annotation instruction.
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