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Abstract

This work proposes an approach to use
Part-of-Speech (POS) information to auto-
matically detect context-dependent Trans-
lation Units (TUs) from a Translation
Memory database pertaining to the cus-
tomer support domain. In line with our
goal to minimize context-dependency in
TUs, we show how this mechanism can
be deployed to create new gender-neutral
and context-independent TUs. Our exper-
iments, conducted across Portuguese (PT),
Brazilian Portuguese (PT-BR), Spanish
(ES), and Spanish-Latam (ES-LATAM),
show that the occurrence of certain POS
with specific words is accurate in iden-
tifying context dependency. In a cross-
client analysis, we found that 10% of
the most frequent 13,200 TUs were
context-dependent, with gender determin-
ing context-dependency in 98% of all con-
firmed cases. We used these findings
to suggest gender-neutral equivalents for
the most frequent TUs with gender con-
straints. Our approach is in use in the Un-
babel translation pipeline, and can be inte-
grated into any other NMT pipeline.

1 Introduction

Translation Memory (TM) servers are dynamic
databases that store frequent and high-quality
translated segments (Bowker and Fisher, 2010). In
the context of Computer-aided translation (CAT)
tools and in the Machine Translation (MT) indus-
try, these segments are used as complementary

© 2022 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

modules, to optimize the translation process, re-
ducing costs and increasing the speed of transla-
tions. A downside of these systems is that they are
usually based on sentence-like units. Combining
the sentences risks coherence problems at the doc-
ument level. This is problematic as a high-quality
text is a coherent and cohesive unit with ideas pre-
sented in a logical way.

Recent work in this field aims to achieve a
context-aware MT system by incorporating more
context than the current sentence and tackling dis-
course phenomena across the document.

Our use case is customer-support content: a con-
tent type that differs significantly from other types
of text since it represents an interaction between
an agent and a customer, usually over email or
chat messages. This implies that the text contains
a lot of first and second person, and pronouns or
anaphora. Even third person references can also be
gendered in the target languages in question (e.g.,
"Está encantada?" "Está encantado?" / Are you
thrilled?). Since the translation process is carried
out sentence by sentence, gender information asso-
ciated with that of the addressee is easily lost, re-
sulting in agreement problems throughout the doc-
ument.

We hypothesize that, by using POS information,
we can automatically identify context-dependent
and context-independent segments. With the
results of context identification, we can then
transform segments with gender constraints into
gender-neutral TUs, so that these can be re-
used without damaging translation quality through
agreement errors.

As such, part of our work is concerned with cre-
ating gender-neutral content. Gender inclusivity is
a topic of increasing concern in Natural Language
Processing (NLP) and Responsible AI, and exist-



ing approaches to tackle it have used neutral pro-
nouns (Sun et al., 2021), or words or expressions
that do not require gender-marking at all (Piergen-
tili et al., 2023).

Aside from creating a more inclusive tone with
customers, using gender-neutral content also al-
lows us to reuse the same segments without lim-
its, and without compromising meaning or quality.
Our goal is to show how this approach, applied
here in the customer-support domain, is equally
applicable to other industries and to existing NLP
pipelines. Similarly, our strategies to identify con-
text patterns can be integrated into any Neural Ma-
chine Translation (NMT) pipeline.

2 Related Work

Context is pivotal to understanding a text. Words
are bound to fixed semantics, but can acquire dis-
tinct meanings in different contexts. One of the
major issues faced in translation, language ambi-
guity (Koehn, 2020), is linked to the innate flexi-
bility of words and sentence structures in terms of
their semantic value. Context plays a fundamental
role in allowing us to decode ambiguous segments.

The relationship between context and linguis-
tic expression is complex; context influences and
is influenced by linguistic expression. As House
(2006) describes, the dependency between these
two dimensions (form and the background) is om-
nipresent, and is decisive for the construction and
recovery of meaning. In our line of investigation,
we use this perspective to observe the relation-
ship between context and the linguistic structures
within a document. We consider context crucial
for an accurate word/sentence interpretation that
would otherwise be lost or misunderstood, result-
ing in ambiguities and nonsensical text.

A text is a linguistic object with properties or-
ganised around discursive concepts like textual co-
herence and cohesion. These allow us to perceive
a sequence of sentences as a unity (Bublitz, 2011).
However, contemporary MT still very much relies
on a sentence-based translation approach, where
sentences are translated in isolation, disregard-
ing context and referential dependencies within a
document (Bawden, 2018; Gehring et al., 2017;
Hieber et al., 2017). Such tradition can lead to
inappropriate and erroneous translations, introduc-
ing ambiguities, register and gender issues, inter
alia.

In recent years, the shift towards document-level

translation or context-aware machine translation
has sought to overcome the limitation of current
state-of-the-art MT models, and to solve intersen-
tential dependencies by taking into account discur-
sive phenomena (Lopes et al., 2020; Yin et al.,
2021a).

Demonstrating the importance of context, Guil-
lou et al. (2018) analyzed and evaluated the per-
formance of 16 NMT systems on the translation
of pronouns from English to German with a test
set with 200 pronouns. The authors found that
all of the NMT systems analyzed had a better per-
formance translating pronouns with intersentential
reference. In contrast, the translation of anaphoric
pronouns, whose reference was within the sen-
tence, was more difficult.

Bawden et al. (2017) created English to French
test sets that tackled coreference, lexical coherence
and cohesion as context-aware categories, in order
to test the performance of a NMT system with a
multi-encoder architecture. The results of their ex-
periment showed positive outcomes for both co-
herence and cohesion, and conversely, less favor-
able results for coreference.

In Castilho et al. (2021), the author annotated an
English-Brazilian Portuguese corpus made of 60
documents with a total of 3,680 sentences, from
six different domains: literary, subtitles, news, re-
views, medical and legislation. They consider gen-
der agreement, number agreement, lexical ambigu-
ity, reference, ellipsis and terminology as context-
aware issues. The aim of the study is to use the
corpus as a test set for the evaluation of MT and
quality estimation and to perform linguistic analy-
sis of context issues.

In turn, Yin et al. (2021b), developed SCAT
(Supporting Context for Ambiguous Translations),
a set of English/French bitexts for contextual sup-
port, that access the context used for disambigua-
tion through the identification of the position and
characteristics of elements composing a referential
chain, thus allowing for the creation of future mod-
els that use context effectively. To create the test
set, the authors requested annotations from profes-
sional translators on the context they considered
relevant to resolve intersentential ambiguities in
translation.

To generalize, we can state that most relevant
work in the domain focuses on the same dis-
cursive parameters, such as i) coreference and
anaphora resolution (tracing back the referents of



previously-mentioned entities); ii) lexical cohesion
(investigating how the different cohesion devices
that occur beyond the sentence level are correct);
and iii) discourse connectives (exploring how the
translation of these words affects the interpreta-
tion of the text (Cai and Xiong, 2020; Müller et
al., 2018; Yin et al., 2021a; Jwalapuram et al.,
2020; Voita et al., 2018)). Regarding our approach
to use POS for gender-neutral and for minimizing
context-dependent TUs, to the best of our knowl-
edge, this is the first attempt of its kind.

3 Methodology

As previously mentioned, the main goal of
context-independent translations is that they can
be reused without compromising the coherence of
a whole document. In our approach to automat-
ically detect context, we started by classifying a
dataset of very frequent TUs from various clients
as context-dependent or context-independent, as-
sessing full documents. This dataset comprised
6,368 TUs for PT; 28,604 TUs for ES; 33,623 TUs
for PT-BR and 10,026 for ES-LATAM. Due to the
high volume of entries, we selected only a sample
of the original dataset for analysis: 1,300 entries
per language-pair, for a total of 5,200.

To annotate this data, we developed a con-
text annotation typology (described in section 3.1).
Then, we used Stanza (Qi et al., 2020), a POS tag-
ger that uses the Universal Dependencies (UD)1

framework of 17 tags, to identify the POS patterns
associated with context-dependent segments.

Finally, we added 8,000 TUs to the dataset for
the same four language varieties, using data from
seven different clients within the customer-support
domain, but with distinct subject matters (such as
technology and retail) in order to test the reliabil-
ity of our first annotation across a range of con-
tent. This time around, we considered only seg-
ments with gender-related issues, since these were
the most frequent issue type in our dataset. The
goal of this analysis was to verify whether our hy-
pothesis would hold across new content; that the
POS patterns found would indeed help identify
context-dependent segments. In total, we analyzed
13,200 TUs according to these predefined context-
dependency patterns.

The number of TUs for all of the experiments is
displayed in Table 1.

1https://universaldependencies.org/

Nº of TUs

Experiment 1 5,200
Experiment 2 8,000

Total 13,200

Table 1: Distribution of TUs per experiment

3.1 Annotation Typology
Our annotation typology was based on Castilho
et al. (2021) and has four categories: gender
agreement, number agreement, ellipsis, and ter-
minology. Additionally, we included a fifth cat-
egory, register, to control the level of formal-
ity/informality within a document. For the annota-
tion process, we consider context as all the linguis-
tic information that precedes or follows a segment,
and is essential for correct interpretation (Melby
and Foster, 2010).

3.1.1 Gender agreement
While English is generally considered a neutral

grammatical language, most of the Romance lan-
guages (including those analyzed) have rich mor-
phological marking strategies to express gender.
We annotated a gender agreement issue wherever
it was not possible to disclose the gender of the
referent within the segment.

1. Thank you for contacting us.

a. Gendered TU: Obrigado por entrar em
contacto connosco.

b. Gender neutral TU: Agradeço por entrar
em contacto connosco.

The word Obrigado (thank you) inflects for gen-
der in Portuguese, meaning that it has both a mas-
culine and a feminine form. Whether the mascu-
line or feminine form is used depends on the gen-
der of the speaker. As such, we annotate this seg-
ment for gender agreement. Were we to replace
the adjective Obrigado with Agradeço (a verb with
the equivalent meaning) we would remove the gen-
der constraints and generate a context-independent
segment.

3.1.2 Number agreement
This category denotes segments that require

number agreement between pronouns and their ref-
erent. We apply this category where we find a
number agreement issue within an intersentential
referential chain.



2. Context-dependent: John really liked the
product. (...) They were very high quality.

3. Context-independent: John really liked the
product. (...) It was very high quality.

Segment (2) shows a number agreement issue,
whereas segment (3) uses the pronoun with correct
number agreement.

3.1.3 Ellipsis
Ellipsis is a linguistic mechanism defined as

the omission of one or more elements within a
clause to avoid repetition whilst maintaining tex-
tual cohesion. Some languages are more lenient
around ellipsis, whereas others are more restric-
tive. This syntactic imbalance between languages
poses challenges for the MT systems that must
predict elements that are implied rather than ex-
pressed. We use this category for the omission of
information within segments, where this omission
compromised comprehension.

4. Any time that you make a change in your ac-
count, even if it’s a photo, we will send you
an e-mail.

a. CD - PT: Sempre que efetuas uma alter-
ação na tua conta Ø nós iremos enviar-te
um e-mail.

b. CI - PT: Sempre que efetuas uma alter-
ação na tua conta, mesmo que seja uma
foto, nós iremos enviar-te um e-mail.

In segment (a), information (in bold) was omit-
ted from the target text, affecting its intended in-
terpretation, whereas in segment (b), the original
information is retained.

3.1.4 Terminology
Terminology targets words/terms that consti-

tute a set of vocabulary within a field of knowl-
edge. The polysemous nature of terminology items
makes them a source of ambiguity. They diverge
from common lexical units since they pertain to
specialised domains (such as tourism, tech, retail).
We applied this annotation wherever a term was
wrongly selected due to poor contextual informa-
tion within the sentence boundaries.

5. Thank you for contacting our customer sup-
port.

a. ES: Gracias por ponerse en contacto con
nuestro servicio de Soporte al Client.

b. ES: Gracias por ponerse en contacto con
nuestro servicio de Atención al Cliente.

In this example, the correct translation (b) uses
Atención al Cliente, as Atención is the term stipu-
lated by the client for use in this context.

3.1.5 Register
Register targets aspects resulting from language

modulation where speakers adapt their discourse
according to the audience, observed through po-
liteness strategies. Formality and informality are,
thus, concepts present in most languages. Never-
theless, the way these concepts are expressed vary
across languages, which can result in MT inaccu-
racies. In the annotation process, the category Reg-
ister should be applied whenever there was a reg-
ister issue, e.g., use of informality instead of for-
mality and vice versa. See the following examples
of formal and informal translations for the same
source text.

6. Thank you for contacting URL-0.

a. Formal: Obrigado por entrar em con-
tacto com a URL-0.

b. Informal: Obrigado por entrares em
contacto com a URL-0.

4 POS patterns distribution

The annotation of the 5,200 TUs in the first ex-
periment showed that 6.5% of the segments were
context-dependent. As for the context-related is-
sues, gender agreement corresponded to 98% of all
cases and the remaining had residual occurrences,
namely register (1.2%), terminology (0.3%), and
ellipsis (0.5%).

After the annotation step, we applied Stanza to
identify POS patterns. To do so, we used the POS
category that was context-dependent, marked with
an asterisk (*), and the category that precedes or
follows it. As a result, we found eight patterns that
are presented in Table 2.

Out of the 8,000 analyzed segments in the
second experiment, only 4,224 TUs matched
with one of the eight patterns found for both
context-dependent and context-independent. Re-
sults showed that 19% of these TUs were context-
dependent and 81% were context-independent.

As for the eight POS patterns (see Table 2), they
were not only common between language variants
but also between different languages (e.g. AUX+
∗ADJ).



Language POS Pattern

PT PRON + ∗V ERB

PT ∗V ERB +ADP
PT-BR ∗V ERB

ES ADP + ∗PRON
ES-LATAM

PT V ERB + ∗PRON
PT-BR V ERB + ∗ADJ
ES AUX + ∗ADJ
ES-LATAM AUX + ∗V ERB

Table 2: Context-dependent POS patterns per language

Language Context-
dependent

Context-
independent

PT 8% 92%

PT-BR 27% 73%

ES 18% 82%

ES-LATAM 23% 77%

Total 19% 81%

Table 3: Context-(in)dependent TUs per language

The two experiments showed that, out of 13,200
of the most frequent TUs from various clients,
10% (1,298) were context-dependent. One of our
hypothesis was that through POS information it
would be possible to automatically identify all
segments that were context-dependent. We were
able to distinguish two patterns that only occurred
in context-dependent segments, namely ADP +
∗PRON for Spanish (ES) and Spanish Latam
(ES-LATAM), and ∗V ERB for Portuguese (PT)
and Brazilian Portuguese (PT-BR). The remaining
also occurred in context-independent ones, which
led us to perform a more fine-grained analysis on
context-dependent TUs, as it will be described in
Section 5.

4.1 Gender-neutral TUs
From all the context-dependent TUs, 97% were re-
lated with gender issues. For the more frequent
ones, we proposed gender-neutral alternatives, by
replacing the gendered words or expressions with
neutral alternatives, as shown in the following ex-
amples:

7. EN: Thank you for your patience.

a. Context-dependent: Obrigado pela sua
paciência.

b. Gender neutral: Agradeço pela sua
paciência.

8. EN: Rest assured, there have been no discrep-
ancies with the rewards.

a. Context-dependent: Estoy encantada de
proporcionarte más información hoy.

b. Gender neutral: Tengo todo el gusto de
proporcionarte más información hoy.

For TUs such as the one in the example (7),
we replaced the participial verb "Obrigado" with
a verb with equivalent meaning, however, with-
out any gender constraints, therefore, turning these
segments into gender neutral. As for TUs such as
the ones in (8), we replaced the gendered adjec-
tives with a nominal expression with an equiva-
lent meaning and gender-neutral, thus preserving
the meaning of the original message. All the pro-
posed gender-neutral segments were verified by
professional linguists and translators who are na-
tive speakers of these languages and were inte-
grated into production, allowing for a more inclu-
sive content.

5 POS patterns and context-dependent
words

After the previous experiment, where we iden-
tified that the POS patterns were not exclusive
of context-dependent segments, also occurring in
context-independent ones, we performed a root-
cause analysis to understand if there were dis-
tinctive features. While annotating, it was clear
that context-dependent segments usually involved
specific keywords that were also very frequent
amongst all the data, such as "obrigado(a)" for PT
or "entantado(a)" for ES. Therefore, a new analy-
sis was conducted, in which we aimed to verify if
using these frequent keywords in conjunction with
the POS patterns would facilitate the detection of
context-dependent segments.

5.1 Methodology

We conducted two new experiments, one in
customer-support emails and other in customer-
support chat messages. Firstly, using the previ-
ously analyzed data we gathered a list of all of
the keywords that triggered context-related issues,
exclusively associated with gender. Secondly, we



analyzed a new dataset with 2,000 TUs from 5
clients (500 units per language for PT, PT-BR, ES,
and ES-LATAM) for emails, and another dataset
of 1,052 chat messages segments only for PT-BR.
This step involved the classification of all the seg-
ments by searching the eight POS patterns. The fi-
nal task was to search for the frequent keywords in
the TUs that matched with one of the POS patterns
and verify if the segments were in fact context-
dependent.

5.2 Results
For the emails dataset, results show that 54.6% of
the TUs matched with one of the eight POS pat-
terns. The TUs that matched with both a POS pat-
tern and the keywords for each language accounted
for 14% of the cases (Table 4). Our results show
too that segments that matched with a POS pattern
and a keyword were always considered context-
dependent.

For PT, 4.5% of cases matched with both a pat-
tern and at least one keyword, thus were context-
dependent. For PT-BR, the same occurred in 5.2%
of the segments. For these language varieties, the
results for the keywords and patterns were very
similar. Obrigado(a) occurring with the patterns
∗V ERB + ADP and ∗V ERB was the most fre-
quent word in these languages (see example be-
low):

Language Context
(in)dependent

Context-
dependent

POS POS +
Keywords

PT 284 49 (4.5%)
PT-BR 287 57 (5.2%)
ES 275 23 (2.1%)
ES-LATAM 246 19 (1.7%)

Total 1,092
(54.6%)

148 (13.6%)

Table 4: POS matches and POS + keywords matches

9. Thanks for your time and cooperation.
Obrigado pelo seu tempo e cooperação.

2.1% of ES TUs and 1.7% of ES-LATAM TUs
matched with both the POS patterns and keywords
and were classed as context-dependent. Again,
results are similar for both language varieties,

since the keywords are also similar. The pronoun
nosotros that occurred with the pattern ADP +
∗PRON , and the adjectives encantado, and sat-
isfecho, that occurred with the pattern AUX +
∗ADJ , were the most frequent words:

10. That’s no problem at all, I’m delighted every-
thing is sorted.
Eso no es ningún problema, estoy encantado
de que todo esté resuelto.

For the final experiment with chat messages
data, results showed that 43.5% of the segments
matched with one of the POS patterns and 32.1%
were context-dependent. Similar to the results for
PT-BR, obrigado(a) was the most frequent key-
word.

A final evaluation was performed in order to ver-
ify that all results were context-dependent. This
confirmed all aforementioned results were in fact
context-dependent.

The results from this experiment showed that the
keywords seem to be effective as a disambiguation
step.

6 Conclusions

We analyzed 13,200 TUs and identified over 1,298
context-dependent segments of which 1,263 had
gender constraints. For these gender-constrained
segments, we proposed gender-neutral alternatives
by either replacing the gendered words with neu-
tral alternatives or by syntactically manipulating
the sentence in order to obtain a gender-neutral
sentence with an equivalent meaning.

We hypothesized that POS information would
enable us to automatically identify all context-
dependent segments. In addressing this, we were
able to identify eight patterns: one exclusive for PT
(*PRON+VERB), two exclusives for PT and PT-
BR (*VERB and *VERB+ADP), one for ES and
ES-LATAM (ADP+*PRON) and the remaining
were common for all languages (VERB+*ADJ,
AUX+*ADJ, VERB+*PRON and AUX+*VERB).
However, our experiments with POS lead us to
conclude that the POS patterns do not discrim-
inate sufficiently between context-dependent and
context-independent classification in all cases.

Conducting a root-cause analysis, we notice
that context-dependent segments involve specific
words. For instance, the 3rd person singular pro-
nouns for PT and PT-BR (-lo and -la) and 1st
person plural pronouns for ES and ES-LATAM



(nosotros) were very common and only knowing
that these pronouns can occur is already very in-
formative. We also analyzed adjectives such as
satisfeito(a), interessado(a) or encantado(a) and
emocionado(a), and other similar adjectives that
allow one to express appreciation or dissatisfac-
tion and also specific participial verb forms such
as obrigado/obrigada. The frequency of this spe-
cific vocabulary in the customer-support domain
may in fact tell us more than the POS infor-
mation. Another contribution of this work was
to verify that these very frequent lemmas com-
bined with the POS information can add value to
the improvements of a system detecting context-
(in)dependent TUs and generating gender-neutral
alternatives when possible.

Following our evaluation, we were able to sug-
gest gender-neutral TUs for the most frequent seg-
ments. All the segments proposed were then ver-
ified by professional linguists and translators who
are native speakers of the languages in question.
After review, the segments were injected into our
production TM database. These segments main-
tain equivalent meaning but are now no longer
context-dependent.

The work described is applied in production at
Unbabel, aligned with clients’ reports and NLP
modules. Since completing work to transform
the most frequent TUs analyzed into their gender-
neutral equivalents, we have seen a reduction in
gender-agreement errors (since our translations are
more consistent at the document level), and a re-
duction in editing time. Although we demon-
strate this approach in the context of the customer-
support domain, we argue that it can be applied
elsewhere: to other domains, industries and NLP
pipelines. This work is now being used as valida-
tion and test sets for Large Language Models as-
sessment for gender-neutral MT.
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