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Abstract

Neural machine translation (NMT) has
shown overwhelmingly good results in re-
cent times. This improvement in quality
has boosted the presence of NMT in nearly
all fields of translation. Most current trans-
lation industry workflows include post-
editing (PE) of MT as part of their process.
For many domains and language combi-
nations, translators post-edit raw machine
translation (MT) to produce the final docu-
ment.

However, this process can only work prop-
erly if the quality of the raw MT output can
be assured. MT is usually evaluated using
automatic scores, as they are much faster
and cheaper. However, traditional auto-
matic scores have not been good quality
indicators and do not correlate with PE ef-
fort. We analyze the correlation of each of
the three dimensions of PE effort (tempo-
ral, technical and cognitive) with COMET,
a neural framework which has obtained
outstanding results in recent MT evalua-
tion campaigns.

1 Introduction

In the last decade, MT has steadily increased its
presence in all fields of translation. This is mainly
due to the improvements in quality following the
advances in NMT. Results of a recent language
survey identify post-editing as the second most de-
manded task among language providers and the
activity with the highest growth potential, 64%
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(ELIS, 2022). For many language combinations,
translators edit, modify and correct the raw MT
output to produce a final version. However, this
process can only work properly if the quality of
the raw MT output can be assured.

To assess the quality of the MT output both man-
ual and automatic metrics are currently used. On
the one hand, manual evaluations include sentence
ranking, fluency and adequacy, direct assessment
(DA) (Graham et al., 2016), and explicit error anal-
ysis, such as the ones based on the Multidimen-
sional Quality Metrics (MQM) framework (Fre-
itag et al., 2021a). Even though most of these
evaluations produce quite reliable metrics, they
have a high cost in time and resources (Papineni
et al., 2002), which makes it complicated to use
in a daily basis to assess the quality of MT sys-
tems. They also suffer from low inter- and intra-
annotator agreements (Snover et al., 2006).

On the other hand, automatic evaluations pro-
duce quick results. Even though these metrics
were originally conceived as a way to compare
two systems, in most scenarios they are used as
the only means to assess the quality of an MT
engine. Automatic scores usually show correla-
tion with human judgments of translation (Cough-
lin, 2003), even though they have been frequently
questioned as a way to assess MT output (Mathur
et al., 2020a), especially when they are used to
compare high-quality systems (Ma et al., 2019).

The most usual automatic metrics currently
used, such as BLEU (Papineni et al., 2002), or
TER (Snover et al., 2006) are useful but present
clear limitations and do not correlate with PE ef-
fort (Shterionov et al., 2019). Since the seminal
work by Krings (2001), PE effort includes three di-
mensions: temporal effort (time spent translating),
technical effort (keystrokes and all editing actions)



and cognitive effort (mental processes taking place
while translating). Even though all three are re-
lated, there is not a single measure which includes
them all (Moorkens et al., 2015).

In recent times, new automatic metrics based
on neural networks, such as BLEURT (Sellam et
al., 2020), BERTSCORE (Zhang et al., 2020) and
COMET (Rei et al., 2020) have shown outstand-
ing results in recent evaluation campaigns (Mathur
et al., 2020b; Freitag et al., 2021b; Freitag et al.,
2022) based on MQM evaluations. We analyse if
COMET, one of the best-performing metrics in re-
cent campaigns, correlates better with the three di-
mensions of PE effort and, thus, could be used as
a way to predict PE effort.

To do so, we collect PE information from ten
translators who post-edited a news article from En-
glish into Spanish translated with two different MT
engines. Then we study the correlation of each of
the PE effort dimensions with COMET using Pear-
son product-moment correlation.

2 Related Work

2.1 Automatic Metrics

Automatic evaluations were developed as a solu-
tion to the slowness and high cost of manual eval-
uations. The most usual methods compare the MT
output (also called hypothesis) with one or more
human translations of the same source text (called
references). The closer the MT output is to the
reference, the better the MT output is considered.
However, the main divergence is how they measure
the difference between the two.

Some of these measures calculate the edit dis-
tance. TER (Translation Edit Rate) (Snover et al.,
2006) calculates the amount of post-editing nec-
essary to match the reference translation, includ-
ing insertions, deletions, substitutions and shift of
phrases. All edits have equal cost. WER (Word Er-
ror Rate) (Nießen et al., 2000) calculates the Lev-
enshtein distance, which is the minimum number
of substitutions, deletions and insertions necessary
to convert to hypothesis into the reference transla-
tion.

Other measures are precision-oriented. They
measure the distance between the hypothesis and
the references applying n-gram metrics, which are
based on the lexical similarity between an MT out-
put and one or more human references. For ex-
ample, BLEU (Bilingual Evaluation Understudy)
(Papineni et al., 2002) is currently used as a stan-

dard for MT evaluation. It compares 1 to 4 words
from the MT output with multiple references and
n-gram precision is modified to eliminate repeti-
tions that occur across sentences. It also includes
a brevity penalty that down-scales the score for the
MT outputs that are shorter in length than the ref-
erence. Even though it has shown correlation with
human judgments of translation quality in many
cases (Coughlin, 2003), some studies have ques-
tioned the role of BLEU in MT assessment (Wiet-
ing et al., 2019; Mathur et al., 2020a), especially
when comparing high-quality systems (Ma et al.,
2019).

Furthermore, there is a lack of consistency in the
reporting of BLEU scores. That is, the parame-
ters introduced in this metrics can have many vari-
ations and the resulting scores are not really com-
parable, due basically to the different tokenization
and normalization applied to the reference (Post,
2018). Besides, it can also be affected by the out-
liers and sample size (Mathur et al., 2020a).

NIST (Doddington, 2002) is another precision-
oriented measure. The main difference with BLEU
is that NIST performs an arithmetic mean instead
of a geometric one. It also takes into account n-
grams of length 5 and weights more heavily n-
grams which occur less frequently.

Some other measures combine lexical precision
and recall. For example, chrF (character n-gram
F-score) (Popović, 2015) calculates n-gram pre-
cision and recall arithmetically averaged over all
n-grams. METEOR (Banerjee and Lavie, 2005)
aligns the MT output to the reference transla-
tion using stems, synonyms, and paraphrases, be-
sides exact word matching, and then computes
candidate-reference similarity based on the pro-
portion of aligned words in the candidate and in
the reference.

Another possible approach is to use the post-
edited version as the hypothesis. It is a quick way
to obtain a proxy measure for technical effort, as
it measures the modifications introduced into the
final post-edited version, although it does not take
into account the real post-editing process. HTER
(Snover et al., 2006) is the most used human-
targeted metric in machine translation and it is
commonly employed as a gold standard in assess-
ment of quality estimation (Graham et al., 2016),
but we could also use other human-targeted met-
rics such as HBLEU.

To solve the problems many traditional auto-



matic metrics have to assess the quality of cur-
rent NMT models (Shterionov et al., 2018), neu-
ral models have been suggested. They are based
on Quality Estimation (Specia et al., 2018) and in-
clude certain key features to produce an estimating
model. For example, COMET (Rei et al., 2020)
is an evaluation score which has obtained very
good results in recent evaluation campaigns. It
is a PyTorch-based framework for training highly
multilingual and adaptable MT evaluation mod-
els that can function as metrics. Given a sen-
tence embedding for the source, the hypothesis,
and the reference, certain combined features are
extracted. These combined features are then con-
catenated into a single vector that serves as input
to a feed-forward regressor.

BERTSCORE (Zhang et al., 2020) leverages
contextual embeddings from pre-trained trans-
formers in order to create soft-alignments between
words in candidate and reference sentences using
cosine similarity. Based on the alignment ma-
trix, it returns a precision, recall and F1 score.
YISI-1 (Lo, 2019) measures the semantic similar-
ity between a machine translation and human ref-
erences. It aggregates the IDF-weighted lexical se-
mantic similarities based on the contextual embed-
dings extracted from pre-trained language models.
BLEURT (Sellam et al., 2020) is a learned metric
that is fine-tuned to produce a DA for a given trans-
lation by encoding it jointly with its reference.

2.2 Post-editing effort

All research on PE effort has been based on the
seminal work by Krings (Krings, 2001), which in-
cludes three dimensions of effort: temporal, tech-
nical and cognitive effort. Even though these three
dimensions are related, there is not a single mea-
sure which includes them all (Moorkens et al.,
2015; Aranberri and Gibert, 2019).

Temporal effort, which is the time spent post-
editing the translation, is the most used dimen-
sion when analyzing PE effort in the translation
industry, as it has a direct correlation to pro-
ductivity. Research has consistently showed it
improves when compared with translation from
scratch (Läubli et al., 2019; Jia et al., 2019).

Technical effort is related to the editing process
conducted by the translator while post-editing. It
refers to all the keys and mouse movements a
translator uses to modify the raw MT output to pro-
duce the final version. It is usually measured with

keystroke analysis or key-logging data. It is of-
ten measured using indirect metrics such as HTER
(Snover et al., 2006),

Cognitive effort is directly linked to cognitive
demand and has been used as part of the cogni-
tive load theory mainly in educational psychol-
ogy (Paas et al., 2003). This dimensions of effort
cannot be measured directly and different indirect
proxy measures are used, such as think aloud pro-
tocol (TAP) (Vieira, 2016), eye-tracking (Carl et
al., 2011; Doherty, 2013), choice network analy-
sis (Campbell, 1999) and pause analysis (Lacruz
et al., 2012).

Pauses have also shown to be good indica-
tors of cognitive effort in post-editing. Lacruz et
al. (2012; 2014) suggested a measure of pauses
that counted clusters of short pauses while post-
editing. Results showed a very good correlation
with PE effort and established the pause threshold
at 300 ms.

Translation industry has often used time as a
measure of PE effort (Guerberof, 2009; Parra Es-
cartı́n and Arcedillo, 2015), as it focuses in pro-
ductivity. Post-editing is usually compared to
translation from scratch, but PE between differ-
ent MT models for different domains and language
combinations do not always produce a clear im-
provement (Castilho et al., 2017; Screen, 2017;
Bentivogli et al., 2018) and show a lack of corre-
lation between post-editing productivity gains and
MT quality metrics collected for the same NMT
systems (Sarti et al., 2022). HTER is currently
used as the main indirect automatic measure to
study PE effort. However, correlation between
general automatic scores and PE effort indicators
do not shed light to its possible correlation (Shte-
rionov et al., 2018; Alvarez et al., 2019).

3 Experimental Set-up

3.1 MT engines
To compare the PE effort measures and automatic
scores, we decided to collect information from two
different MT engines to avoid any bias produced
by the MT model. We use a known commercial
MT engine (DeepL) 1 and an MT engine trained by
the authors to translate from English into Spanish
two different fragments from a news article.

For the NMT engine trained by the authors, we
first compiled a parallel corpus originated from
Global Voices. In order to do so, we downloaded
1https://www.deepl.com



all the news articles written in English which had a
known translated version into Spanish from 2004
until 2022. In order to align all the texts, we used
MTUOC-aligner2, which is based on the SBERT
strategy. That is, we segment and align all the
texts written in English and Spanish for a specific
year without taking into account the news article
in which they appear. Thus, the task is a search
of translated segments in comparable corpora. The
next step includes a cleaning process to produce
a parallel corpus of 791,959 unique parallel seg-
ments.

Since this number of segments is not enough
to train a neural MT system, we selected
20,000,000 million segments from the Paracrawl
v9 English-Spanish corpus using MTUOC-corpus-
combination3. This selection is based on a lan-
guage model computed from the source segments
of the compiled Global Voices corpus, so the se-
lected segments are expected to be similar seg-
ments to those found in the news domain. Using
this combination, we produced a final training cor-
pus of a total of 20,781,959 segments. From the
corpus, we reserved 5,000 segments for validation
and 5,000 segments for evaluation. In this way, the
training was performed using a combination of the
Global Voices corpus and selected segments from
Paracrawl, but the validation and the evaluation
was carried out using segments from the Global
Voices corpus.

We used SentencePiece (Kudo and Richardson,
2018) to process the corpus using the following
parameters: joining languages: True; model type:
bpe; vocabulary size 64,000; vocabulary threshold:
50. The (sub)word alignments of the training cor-
pus have been calculated using eflomal (Östling
and Tiedemann, 2016) in order to use guided-
alignment in the training.

The NMT system was trained using the Marian-
nmt toolkit (Junczys-Dowmunt et al., 2018) with
a transformer configuration. Two validation met-
rics were used: bleu-detok and cross-entropy. The
early-stopping criterion was set to 5 on any of the
metrics, and the validation frequency was set to
5,000.

We assessed the quality of the two NMT sys-
tems using some of the most frequently-used au-
tomatic metrics. For the evaluation, we used
2https://github.com/aoliverg/
MTUOC-aligner
3https://github.com/aoliverg/
MTUOC-corpus-combination

MTUOC-eval4, a tool offering a wide range of au-
tomatic evaluation metrics. In Table 1, we can see
the results of the evaluation. For COMET using
references, we used the model wmt-20-comet-da
and for COMET with no references we used the
model wmt21-comet-qe-mqm.

Marian DeepL
BLEU 0.401 0.382
NIST 8.056 7.981
WER 0.478 0.495
%EdDist 35.189 36.088
TER 0.448 0.459
COMET (ref.) 0.654 0.7475
COMET (no ref.) 0.115 0.1211

Table 1: Evaluation of the MT systems with automatic met-
rics.

As we can observe in table 1, all the classi-
cal automatic metrics (BLEU, NIST, WER, %Ed-
Dist and TER), obtain better results for the Mar-
ian system trained for the experiments. However,
both versions of COMET assign a better quality
to DeepL. Even though the assessment of the raw
MT quality is out of the scope of this paper and
we are only focusing on metrics of PE effort, we
can see that different automatic metrics do not co-
incide on the quality evaluations when comparing
two different systems.

3.2 Methodology

To collect information on PE effort so that we
could later compare the different PE effort indica-
tors with results of automatic scores, we had the
help of ten student translators. They were all en-
rolled in the Degree of Translation and Interpret-
ing Studies at the Universitat Oberta de Catalunya
(UOC). All of them were at the last year of their
university studies and had previous experience
translating from English into Spanish for the news
domain.

They all conducted the post-editing task using
PosEdiOn5 v2 (Oliver et al., 2020), a simple stand-
alone tool that allows post-editing of MT output
and records information of the post-editing effort
(time, keystrokes and mouse actions) at sentence-
level. The PosEdiOn editor program is distributed
as a Python v3 code, and as executable files for

4https://github.com/aoliverg/MTUOC-eval
5https://github.com/aoliverg/PosEdiOn



Windows, Mac and Linux, and does not require
any type of installation.

When working with PosEdiOn, translators re-
ceive a package with the program and the text
which needs to be post-edited. Once the program
is executed, they access a simple interface which
can be partially customized. The interface displays
a chronometer, and the current and total number
of segments. The program stores in a database all
the actions performed by the user (pressed keys,
mouse movements) along with its timestamp. It
also detects and stores when the editor loses focus,
that is, when the user is performing a task in an-
other application.

There are certain shortcuts translators can use
while post-editing. Users can also click on the
PAUSE button to pause the task and stop the
chronometer. When a segment is validated, its
background turns green. There are also additional
colors that can be used to indicate the different
steps of the translation process for the current seg-
ment: orange (revision needed) or red (problem
detected). Translators can access this and other
options with shortcuts explained in the documen-
tation6.

For the post-editing task using PosEdiOn, all
translators were given detailed instructions about
the tool. They had a one-week period to test the
tool, practise its use with a test text, read the doc-
umentation and ask all necessary questions. After
the trial period, they were sent the files to post-edit.

The ten translators post-edited two different ma-
chine translated texts. Each of texts was about
400 words and was a fragment extracted from the
same news article, published on The Guardian on
8th January 2023. Both fragments had an equiv-
alent lexical variety, measured with type-token ra-
tio. The text explained new procedures in foetal
surgery for babies with spina bifida conducted in
the United Kingdom. It included some medical
terminology which could generate difficulties for
the MT engines. The first text was translated with
DeepL and the second one with our NMT system.
Once translated with the different NMT engines,
we prepared a compressed file ready to post-edit
in PosEdiOn. We sent each translator both com-
pressed files without stating any further informa-
tion about the MT engines used.

They had a week to post-edit both texts. They

6https://github.com/aoliverg/PosEdiOn/
wiki

received detailed instructions of the publishable-
quality expected. Once they had finished, they re-
turned the compressed files. PosEdiOn includes
a small additional program which enables a quick
analysis and produces a wide range of automatic
scores to assess the post-editing process: num-
ber of insertions, deletions, reordering operations,
long pauses (pauses longer than a given thresh-
old, 300 ms. by default), HBLEU, HNIST, HTER
(Snover et al., 2006), HWER and HEditDistance.
It also implements some of the scores proposed by
Barrachina et al. (2009): KSR (keystroke ratio),
MAR (mouse-action ratio) and KSRM (keystroke
and mouse action ratio), It also includes COMET
(Rei et al., 2020) and HCOMET. The former mea-
sure include the pretrained features and the latter
uses the post-edited text as the reference.

4 Results

We used all the data collected while each of the
translators post-edited using PosEdiOn to calculate
the PE effort indicators. For each segment of the
post-edited texts, we calculated the three dimen-
sions of PE effort.

For the temporal effort, we calculated the total
time per segment normalised by the number of to-
kens. For the technical effort, we calculated the
number of keystrokes normalized by the number
of tokens. For the cognitive effort, we calculated
the number of pauses longer than 300 ms plus one
(the initial pause for each segment) following the
research results suggested by Lacruz et al. (2014).
In table 2 we can observe the average values for
each MT engine.

Marian DeepL
long pauses 22.07 12.57
norm. time 4.71 3.05
norm. keystrokes 1.74 1.36

Table 2: Average values for the different PE effort indicators.

According to these indicators, all three dimen-
sions of effort were reduced when using DeepL,
which would seem to show a correlation with
the results of the automatic evaluation metrics for
COMET (see table 1). However, we wanted to
study the correlation of the automatic metrics at
a segment level. To do so, we used the same
three measures of each of the PE effort indica-
tors and correlate them with four automatic met-
rics (HBLEU, HTER, HCOMET and COMET)



Figure 1: GUI interface of PosEdiOn

Marian DeepL
CORREL STEYX CORREL STEYX

Long pauses HBLEU -0.663 13.444 -0.496 17.755
Long pauses HTER 0.637 13.841 0.635 15.792
Long pauses HCOMET -0.358 16.767 -0.497 17.743
Long pauses COMET -0.552 14.975 -0.275 19.660
Norm. time HBLEU -0.336 3.839 -0.524 3.487
Norm. time HTER 0.324 3.857 0.572 3.358
Norm. time HCOMET -0.257 3.939 -0.399 3.755
Norm. time COMET -0.303 3.884 -0.120 4.065
Norm. keystrq. HBLEU -0.753 0.953 -0.640 1.711
Norm. keystrq. HTER 0.769 0.925 0.655 1.682
Norm. keystrq. HCOMET -0.468 1.280 -0.344 2.090
Norm. keystrq. COMET -0.419 1.346 -0.021 2.225

Table 3: Correlation between effort indicator and automatic measures

calculated segment by segment with PosEdiOn-
analyzer. HBLEU, HTER and HCOMET are cal-
culated using the machine translated segment as
the hypothesis and the post-edited segment as the
reference. Even though they do not account for
the translation process, they compare the final PE
resulting final with the raw MT output. COMET
does not need a reference as it uses a pre-trained
model. For HCOMET we have used the model
wmt20-comet-da, and for COMET without refer-
ences we have used the model wmt21-comet-qe-
mqm.

In table 3, we can observe the correlation (COR-
REL) calculated with Pearson product-moment
correlation and the standard error of the lineal re-
gression (STEYX) for each PE effort metric and
all four automatic scores. The higher the value of
CORREL, the better the correlation, with a max-
imum value of 1. Values from 0.7 to 0.1 show a
high correlation; 0.5 to 0.7 point to a moderate cor-
relation; 0.3 to 0.5 are a sign of a low correlation,

and 0 to 0.3 show no correlation. A correlation
of 1 indicates a perfect positive correlation, and a
value of -1 indicates a perfect negative correlation.
At the same time, the lower the STEYX value, the
better the correlation.

For cognitive effort calculated with long pauses,
the best values are obtained by HBLEU for the
Marian set, and HTER for the DeepL set. Both
measures show a moderate correlation with a high
standard error. For the temporal effort calculated
with the normalized time, the same two metrics
yield again the best results, even though they show
a low and moderate correlation with a much lower
STEYX value. For the technical effort calculated
with normalized keystrokes, the best values are ob-
tained by HTER, which show a high and moderate
correlation with a very low standard error.

It is important to note that neither HCOMET nor
COMET perform well in terms of correlation with
effort indicators when calculated segment by seg-
ment. We must keep in mind, however, that the



values of COMET related measures are dependent
on the models used, and different models can score
differently on the same data. Furthermore, results
differ for each of the PE effort indicators but also
for the two MT engines used. Even so, measures
which take into account the PE version as hypoth-
esis seem to show a moderate correlation, which
could suggest they can give an approximate indi-
cation of the PE effort necessary.

5 Conclusions and future work

In this paper we have presented the results of an
experiment aiming to assess the correlation of sev-
eral automatic metrics with the three dimensions of
post-editing effort: temporal effort, technical ef-
fort and cognitive effort. The main goal was to
check whether a relatively new neural-based met-
ric, COMET, correlates better than other widely
used metrics, such as HBLEU and HTER, and
could be used as a predictor for PE effort.

The limitations of this paper include the length
of the text post-edited and the total number of
translators who have participated in the PE task.
However, the results obtained from this small sam-
ple show that COMET does not correlate for any of
the PE effort indicators. HBLEU and HTER show
a moderate to strong correlation for some of the
indicators, but low for others. This would confirm
the results of previous research stating the lack of
correlation between all three dimensions of effort.
The variability depending on the MT model could
point to the types of errors produced by the MT
engines and the different PE effort implied in cor-
recting them.

For future experiments, we will collect data
from a larger number of translators and larger
texts, and we will train COMET models which can
correlate better with some or all the PE effort in-
dicators. The final goal would be to obtain a mea-
sure which could predict better PE effort than the
current automatic measures used in the translation
industry.
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