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1 Introduction

Conversations are the natural communication for-
mat for people. This fact has motivated the large
body of question answering and chatbot research
as a seamless way for people to interact with ma-
chines. The conversations between people however,
captured as video, audio or private or public writ-
ten conversations, largely remain untapped as a
source of compelling starting point for developing
language technology. Summarizing such conver-
sations can be enormously beneficial: automatic
minutes for meetings or meeting highlights sent to
relevant people can optimize communication in var-
ious groups while minimizing demands on people’s
time; similarly analysis of conversations in online
support groups can provide valuable information
to doctors about the patient concerns.

Summarizing written and spoken conversation
poses unique research challenges—text reformu-
lation, discourse and meaning analysis beyond
the sentence, collecting data, and proper evalua-
tion metrics. All these have been revisited by re-
searchers since the emergence of neural approaches
as the dominant approach for solving language pro-
cessing problems. In this tutorial, we will survey
the cutting-edge methods for summarization of con-
versations, covering key sub-areas whose combina-
tion is needed for a successful solution.

2 Tutorial Outline

This will be a three-hour tutorial devoted to the
cutting-edge topic of conversation summarization.
Our tutorial will include three sessions. Each ses-
sion will be 40 minutes, followed by 10 minutes
for Q&A and 10 minutes for a break. Each part
includes an overview of the corresponding topic
and widely used methods and a deep dive into rep-
resentative research. The detailed tutorial schedule
can be found in Table 1.

Slot Theme

Session 1: Introduction to Conversation Summarization
14:15 – 14:20 Tutorial presenters introduction
14:20 – 14:35 Introduce the task, its history and impact
14:35 – 15:15 Compare document and conversation

summarization (CS), and datasets
15:15 – 15:30 Coffee Break

Session 2: Pretraining and Methods
15:30 – 15:50 Pretraining in Conversation summariza-

tion
15:50 – 16:30 Classic models in summarizing conversa-

tions, dialogue, and meetings
16:30 – 16:45 Coffee Break

Session 3: Evaluation and Challenges
16:45 – 17:00 Structures and knowledge to improve

conversation summarization
17:00 – 17:30 Evaluation metrics and issues
17:30 – 17:45 Open questions and challenges
17:45 – 18:00 Conclusion

Table 1: Tutorial schedule.

2.1 Introduction

Compared to summarizing news reports or ency-
clopedia articles, summarizing conversations—an
essential part of human-human/machine interac-
tion where most important pieces of information
are scattered across various utterances of different
speakers—remains relatively under-investigated.
Yet capabilities for automatic dialog summarization
hold the promise to facilitate information access, es-
pecially in corporate (or large group) settings. For
instance, participants in corporate meetings usually
want to get high-level synopsis of the meeting con-
tent and action items to review after meeting. Peo-
ple who miss the meeting also want to quickly get
the main topics discussed in the meeting. Another
scenario is customer service, where customer calls
with the agents can be summarized, categorized
and analyzed. This can help agents to find frequent
problems to answer, product issues to follow, etc.
in order to improve service quality.
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2.1.1 Datasets
Text summarization was dominated by unsuper-
vised methods for decades (Nenkova and McKe-
own, 2011, 2012), due to the lack of suitable size
datasets for the task. The field has been trans-
formed by the introduction of large-scale datasets
such as CNN/DailyMail (Hermann et al., 2015) and
XSUM (Narayan et al., 2018). The past decade also
saw the emergence of many dialogue and conver-
sation datasets such as MultiWoz (Budzianowski
et al., 2018) and Ubuntu (Lowe et al., 2015). How-
ever, the progress in datasets for conversation sum-
marization is comparatively limited. Existing pub-
lic datasets in this field are either small in scale or
limited to a specific domain. We argue that there
are two main reasons. First, unlike news articles,
conversations usually happen in relatively private
environment, which raises privacy concerns for
release of public datasets. Secondly, a conversa-
tion is typically quite long, and the conversation
participants often have different standpoints and
language styles with frequent topic changes. These
all propose great challenges for labelers to produce
accurate summaries as ground-truth labels.

Despite these difficulties, new research datasets
for conversation summarization have been devel-
oped recently. For instance, SAMSum (Gliwa
et al., 2019a) hires linguists to write summaries
for 16,369 messenger-like open-domain daily con-
versations. MediaSum (Zhu et al., 2021) lever-
ages public transcripts with overviews and topic de-
scriptions from CNN and NPR to produce 463.6K
dialogues with summaries. DialogSum (Chen
et al., 2021) hires annotators to write summaries
for 13,460 dialogues from several public dialogue
corpora. The CovoSumm dataset (Fabbri et al.,
2021) provides 250 development and 250 test sum-
maries for dialogs from broad domains covering
news article comments, discussion forms and de-
bates, community question answering, and email
threads. QMSum (Zhong et al., 2021b) consists
of 1,808 query-summary pairs over 232 meetings.
We will provide a systematic review of these newly
released resources.

2.2 Methods

2.2.1 Pretraining
Pre-trained language representations are at the core
of most NLP technologies (Devlin et al., 2018;
Radford et al., 2018; Liu et al., 2019b). They pro-
vide representations that capture language meaning

from large amount of data, easily tunable for spe-
cific downstream tasks. For instance, the super
language models with hundreds of billions of pa-
rameters, e.g., GPT-3 (Brown et al., 2020), PaLM
(Chowdhery et al., 2022) and OPT (Zhang et al.,
2022), have demonstrated strong capabilities in
many different tasks, including dialogue summa-
rization.

These foundation models are typically trained
on web corpus, comprising mostly of articles and
monologues, partly because of their general avail-
ability and partly because conversational online
exchanges often contain more problematic stereo-
types. However, matching pre-training data to
downstream tasks—both in the type of textual data
and the self-supervised objective for pretraining—
is important for performance in downstream tasks.
Motivated by this, several pre-trained dialogue
models have been proposed for conversation sum-
marization (Feng et al., 2021). These methods pre-
train the model with self-supervised tasks, such
as recovering altered conversation turns, predict-
ing speakers, reordering shuffled turns, predicting
masked utterances in the conversation. These tasks
only require unlabeled conversation corpus, i.e.,
no labeled summary is needed, which greatly ex-
pands the availability of data that can be used to
improve the quality of pre-trained models. It has
been shown that after such pre-training on con-
versation corpus, the performance on downstream
conversational summarization tasks can be greatly
improved.

For instance, DialogLM (Zhong et al., 2021a)
continues to pre-train the UniLMv2 (Bao et al.,
2020) model with several window-based denoising
tasks such as recovering the conversation text after
randomly reshuffling the turns. The pre-training
leads to considerable improvement on both con-
versation understanding and summarization tasks.
HMNet (Zhu et al., 2020a) takes a different ap-
proach by creating pseudo meetings from news
summarization datasets. The model is trained to
produce the summary which is the concatenation of
the 4 news articles’ summaries. Experiments show
that the pre-training can increase the ROUGE-1
metric on AMI (McCowan et al., 2005) and ICSI
(Janin et al., 2003) by 4~5 points.

We will overview pretraining methods specific to
dialog summarization and will sythesize the impact
of data and objectives on downstream tasks across
the published literature.
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2.2.2 Abstractive Summarization Models

Unlike news, conversations can rarely be summa-
rized meaningfully with extractive approaches. Ab-
stractive summarization is the default expectation
for dialogues. Other than directly applying docu-
ment summarization models to conversational set-
tings (Gliwa et al., 2019b), models tailored for con-
versation are designed to achieve the state-of-the-
art performances such as modeling conversations
in a hierarchical way (Zhao et al., 2019; Zhu et al.,
2020b). The rich structured information in conver-
sations are also explored and leveraged such as dia-
logue acts (Goo and Chen, 2018), key point/entity
sequences (Liu et al., 2019a; Narayan et al., 2021),
topic segments (Liu et al., 2019c; Li et al., 2019),
stage developments (Chen and Yang, 2020), dis-
course relations (Chen and Yang, 2021b; Feng et al.,
2020a). Recent work has also explicitly models
coreference information to deal with the complex
coreference phenomenon in dialogues (Liu et al.,
2021). External information like commonsense
knowledge has also been incorporated to help un-
derstand the global conversation context as well
(Feng et al., 2020b).

We will cover how classic statistical models are
used to summarize dialogues and multi-party meet-
ings, as well as the recent techniques in using large
pretrained language models and diverse neural ar-
chitectures that take into account conversation char-
acteristics. We will also go through and discuss
how to evaluate dialogue summarization models,
ranging from classical ROUGE to the recent auto-
matic metrics like BERTScore, as well as multiple
widely used qualitative measures.

2.3 Open Questions

We will conclude the tutorial with a discussion of
more exploratory work around the actual usabil-
ity of summarization approaches. For example,
naturally occurring conversations are long, so seg-
mentation and representations for long text become
necessary. Processing time and processing cost for
many of the methods is high, both because of the
complexity of analyzing discourse and topics and
because of the length of the input. We will con-
clude the section by covering estimates of costs for
conversation summarization.

We will cover a discussion on robustness of
methods, i.e. their ability to generalize across
datasets rather than needing finetuning for each
dataset. Finetuning different versions of the model

for each dataset is not practical, as maintaining
and deploying different fine-tuned versions is less
realistic to be done in practice.

Finally, we will discuss scenarios for user evalu-
ation of conversation summarization technology.
Such extrinsic evaluations would be needed to
move the technology from the realm of research to
technological reality. We will include a short sege-
ment in which tutorial participants will brainstorm
study designs, to validate specific claims about the
utility of summarization models.

We will also discuss potential biases and ethical
issues related to conversation summarization. This
last part of the tutorial is meant to introduce open
research questions, so that newcomers to the field
of conversation summarization can be equipped to
make their own contributions in some of the areas
of open questions.

3 Tutorial Presenters

Diyi Yang is an assistant professor in the Com-
puter Science Department at Stanford University.
Her research focuses on dialogue summarization,
learning with limited and noisy text data, user-
centric language generation, and computational so-
cial science. Diyi has organized four workshops
at NLP conferences: Widening NLP Workshops
at NAACL 2018 and ACL 2019, Casual Inference
workshop at EMNLP 2021, and NLG Evaluation
workshop at EMNLP 2021. She also gave a tutorial
at ACL 2022 on Learning with Limited Data.

Chenguang Zhu is a Principal Research Man-
ager in Microsoft Azure Cognitive Services Re-
search Group, where he leads the Knowledge &
Language Team. His research in NLP covers text
summarization, task-oriented dialogue and knowl-
edge graph,. Dr. Zhu has led teams to achieve first
places in multiple NLP competitions. He holds a
Ph.D. degree in Computer Science from Stanford
University. Dr. Zhu has given talks at Stanford
University, Carnegie Mellon University and UC
Berkeley. He has given tutorials on Knowledge-
Augmented Methods for Natural Language Pro-
cessing at ACL 2022 and WSDM 2023. He is also
the main organizer of The Workshop on Knowl-
edge Augmented Methods for NLP at AAAI 2023.

4 Diversity Considerations

The conversation summarization techniques we in-
troduce is language agnostic. Thus, they can be
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applied to data in various languages and localities
with some extent of adaption. Code-switch and
multilingual models for conversation summariza-
tion can scale this work beyond English.

Our presenter team will share our tutorial with
a worldwide audience by promoting it on social
media. Our presenters span over junior (Diyi Yang)
and senior researchers (Chenguang Zhu) with a fe-
male. Diyi is from academia and Chenguang is
from industry. Thus, we have diversified instruc-
tors which will also help encourage diverse audi-
ence. Diyi has experience co-organizing Widening
NLP Workshops at both NAACL and ACL, and ac-
tively works on inviting undergraduate students to
research and promoting diversity such as by speak-
ing at AI4ALL and local high-schools at Atlanta.
We will work with ACL/NAACL D&I teams, and
consult resources such as the BIG directory to di-
versify our audience participation.

5 Reading List and Prerequisite

5.1 Prerequisite

The prerequisite includes familiarity with basic ma-
chine learning and deep learning models, especially
those typically used in modern NLP for summa-
rization, including sequence to sequence learning,
transformers, etc. Furthermore, this tutorial as-
sumes background in basic probability, linear alge-
bra, and calculus. We will also provide introduction
materials and additional readings.

Reading List

1. Samsum corpus: A human-annotated dialogue
dataset for abstractive summarization (Gliwa
et al., 2019c)

2. A Hierarchical network for abstractive meet-
ing summarization with cross-domain pre-
training (Zhu et al., 2020a)

3. Dialoglm: Pre-trainedmodel for long dialogue
understanding and summa-rization (Zhong
et al., 2021a)

4. Multi-View Sequence-to-Sequence Models
with Conversational Structure for Abstrac-
tive Dialogue Summarization (Chen and Yang,
2020)

5. Simple Conversational Data Augmentation for
Semi-supervised Abstractive Dialogue Sum-
marization (Chen and Yang, 2021a)

6. QMSum: A New Benchmark for Query-
based Multi-domain Meeting Summarization
(Zhong et al., 2021b)

7. ConvoSumm: Conversation Summarization
Benchmark and Improved Abstractive Sum-
marization with Argument Mining (Fabbri
et al., 2021)

5.2 Breadth

While we will give pointers to dozens of relevant
papers over the course of the tutorial, we plan to
cover around 7-8 research papers in close detail.
Only 1-2 of the “deep dive” papers will come from
the presenter team.

6 Tutorial Details

6.1 Audience Size

We expect the audience size to be around 100
for a physical conference, and around 150
for a virtual conference. Our tutorial will
likely bring a similar audience as the Sum-
mDial: A SIGDial 2021 Special Session on
Summarization of Dialogues and Multi-Party
Meetings https://elitr.github.io/
automatic-minuting/summdial.html.

6.2 Preferable venues

ACL-IJCNLP, EMNLP and EACL would be prefer-
able, as they would fit better with the organiz-
ers’ schedules and our tutorial’s emphasis on ma-
chine learning. We would like to have access to
Gather.Town for interactive Q&A for the online
portion of the tutorial.

6.3 Open Access

We will put the slides, code, and other teaching ma-
terials online for public access, as well as consent
to adding the video recording of our tutorial in the
ACL Anthology.

7 Ethics Statement

Certain conversation data might come from private
dialogues between people. Thus, privacy considera-
tions must be take to ensure all data that is released
conforms to regulations and are under consent. As
conversations and large-pretrained language mod-
els may have bias in various forms, summarization
models may contain the same form of bias and
should be reviewed and modified if necessary.
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