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Abstract

Generating polite responses is essential to
build intelligent and engaging dialogue systems.
However, this task is far from well-explored
due to the difficulties of rendering a particular
style in coherent responses, especially when
parallel datasets for regular-to-polite pairs are
usually unavailable. This paper proposes a po-
lite chatbot that can produce responses that
are polite and coherent to the given context.
In this study, a politeness transfer model is
first used to generate polite synthetic dialogue
pairs of contexts and polite utterances. Then,
these synthetic pairs are employed to train a
dialogue model. Automatic and human eval-
uations demonstrate that our method outper-
forms baselines in producing polite dialogue
responses while staying competitive in terms
of coherent to the given context.1

1 Introduction

Building a chatbot agent that produces stylized and
coherent responses can yield more engaging con-
versations (Niederhoffer and Pennebaker, 2002).
Generating stylized dialogue responses has been
investigated in various studies, with a broad un-
derstanding of style covering emotion (Zhou et al.,
2018), personality (Li et al., 2016) or politeness
(Niu and Bansal, 2018). In most cases, the stylis-
tic features we want to capture are embedded in
unpaired texts that cannot be directly utilized by su-
pervised models (Gao et al., 2019). This typically
leads stylized chatbot models to employ complex,
multi-step setups, potentially involving reinforce-
ment learning (Niu and Bansal, 2018; Sun et al.,
2022; Firdaus et al., 2022).

In this paper, we propose a straightforward polite
chatbot training procedure that uses a politeness
transfer model to create synthetic training instances
and results in an end-to-end model. We build upon

1Our code and related details are available at https://
github.com/souro/polite_chatbot.

the work of Madaan et al. (2020), who use a tagger
and generator pipeline to generate polite sentences.
However, we make their process more straightfor-
ward by merging these two sub-modules into a
single step: We finetune the BART model (Lewis
et al., 2020) to transfer neutral sentences into polite
ones. Using this model, we then prepare synthetic
pairs of contexts and polite responses and train a
dialogue model on this synthetic data. We evaluate
our approach on The DailyDialog dataset (Li et al.,
2017). Automatic and human evaluations show that
our method outperforms competitive baselines in
response politeness while staying competitive in
terms of coherence to the given context.

2 Related Work

Politeness Transfer in Text Politeness Transfer
is a sub-task of Text Style Transfer (TST) (Madaan
et al., 2020). McDonald and Pustejovsky (1985)
have defined style as a notion that refers to the man-
ner in which semantics is expressed. The aim of
TST is to change the style of the text while pre-
serving style-independent content. Politeness is a
text style attribute that is closely related to social
interactions, which enables smooth communication
in conversations (Coppock, 2005), such as emails
or memos, and it can be decoupled from content
(Kang and Hovy, 2019). The task of politeness
transfer (Madaan et al., 2020) aims to control the
politeness of a text while preserving the original
content. Madaan et al. (2020) use a two-step archi-
tecture here: (1) a tagger tags appropriate insertion
points, and (2) a generator generates polite phrases
to insert instead of the tags.

Polite Chatbot Response Generation Stylized
dialogue generation attracted a lot of attention in
recent years (Gao et al., 2019; Zheng et al., 2021;
Zeng and Nie, 2021). Previous works focus on
personalized (Li et al., 2016; Luan et al., 2017;
Su et al., 2019), polite Niu and Bansal (2018) or
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Figure 1: Our method: We (1) train the politeness transfer model; (2) generate synthetic training data by applying
the transfer model to neutral utterances; (3) train the dialogue models using the synthetic data.

emotional (Zhou et al., 2018) dialogues.
For politeness, traditionally, polite chatbot re-

sponses are accomplished by manual dialogue de-
sign, where predefined rules or templates are used
to generate responses based on certain keywords
or scenarios (André et al., 2004; Gupta et al., 2007;
de Jong et al., 2008). This approach has some lim-
itations such as requiring a lot of human effort,
being domain-specific, and lacking flexibility or di-
versity (Firdaus et al., 2022). Alternatively, recent
works have used neural language models to gen-
erate polite chatbot responses automatically. Niu
and Bansal (2018) used a politeness classifier and
a language model trained on polite utterances to
generate polite dialog responses. Sun et al. (2022)
post-process a baseline system response using a
two-step phrase replacement trained by reinforce-
ment learning. Firdaus et al. (2022) proposed a
two-step decoding approach that first generates a
rough response based on the input text and then
infuses human-written polite phrases into the re-
sponse using a separate politeness model.

Perhaps the closest to ours is the work of Silva
et al. (2022), who also adapts Niu and Bansal’s and
Madaan et al.’s models, but their focus is domain
transfer, not simplifying the overall architecture.

3 Method

Our method consists of three steps (Figure 1). First,
we train a politeness transfer model. Our goal here
is to train a model that takes as input a neutral sen-
tence x and outputs a sentence x̂ that retains the
content while increasing politeness. Second, we
apply this politeness transfer model to generate syn-
thetic polite chat data. Finally, we use the corpus
D̂ to train a dialogue model.

Politeness Transfer Model Although we do not
have parallel corpora available for politeness trans-
fer, our transfer model is trained in a supervised
fashion on synthetic input-output pairs. These are
obtained following Madaan et al. (2020): polite

Models PS BLEU CS

Madaan et al. (2020) 7.01 60.16 87.86
Ours 8.68 71.65 93.25

Table 1: Evaluation results of politeness transfer on the
test set of Madaan et al. (2020)’s data. We measure the
Polite Score (PS), BLEU Score, and Content Similarity
(CS). Model outputs are predicted based on synthetic
sentences where politeness markers have been removed.
BLEU and CS compare against original human-written
polite sentences.

phrases (politeness markers) are identified using
TF-IDF over polite and non-polite texts.2 The
markers are removed from polite texts on the input,
and a sequence-to-sequence model is trained to in-
crease sentence politeness by reconstructing the
politeness markers on the output. Unlike Madaan
et al. (2020), we do not use separate tagging and
generation steps here and join the task into a sin-
gle step. Specifically, we finetune a pre-trained
language model for this task using standard cross-
entropy loss (see Section 4.2).

Creating Synthetic Polite Data We apply our
politeness transfer model to a dataset consisting
of N dialogues D = {Ck1

1 , ..., CkN
N }, where dia-

logue Cki
i consists of ki utterances {u1i , ..., ukii }.

We create a corpus of context-utterance pairs
D̂ = {⟨C1

1 , û
2
1⟩, ⟨C2

1 , û
3
1⟩, ..., ⟨CKN−1

N , ûKN
N ⟩}

where C1
1 is the first utterance of the first dialogue,

C2
1 are the first two utterances of the first dialogue,

etc. In other words, for every partial context, we
add a polite version of the next utterance.

Dialogue Model We use a standard dialogue re-
sponse generation model that produces a dialogue
utterance ui based on context C = {u1, ..., ui−1},
trained using cross-entropy loss. We experiment
with multiple pre-trained language models here

2In principle, a much higher mean TF-IDF value over
polite than non-polite texts means that a phrase is likely to be
a politeness marker.
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BlenderBot DialoGPT GPT-2

Finetuned on PS BLEU-1,2 CS PS BLEU-1,2 CS PS BLEU-1,2 CS

Vanilla (no FT) 7.06 9.80 2.58 20.31 6.31 9.38 1.98 19.33 4.91 0.15 0.09 8.31
DailyDialog (DD) 7.11 17.21 7.25 45.80 6.14 11.72 2.60 38.44 5.08 7.82 2.13 29.72
DD + Madaan et al. (2020) 6.75 17.16 6.73 45.17 6.17 11.47 2.19 35.08 5.99 7.32 1.49 27.42
DD + Ours 7.65 17.03 6.85 41.80 7.75 11.44 2.57 35.03 7.20 5.65 1.03 26.80

Table 2: Evaluation results of polite dialog models. We indicate what version of the DailyDialog dataset (DD)
was used for Finetuning (FT) if any. We measure the Polite Score (PS), BLEU score, and Content Similarity (CS).
BLEU Score (of n-gram = 1,2) and CS are computed between predicted polite utterances and the original utterances.

Models PS BLEU CS

DailyDialog (DD) 5.41 – –
DD + Madaan et al. (2020) 6.37 73.34 90.29

DD + Ours 7.95 70.21 89.07

Table 3: Evaluation of synthetic data generated using
DailyDialogue (DD) to train polite dialog models. We
measure the Polite Score (PS), BLEU Score, and Con-
tent Similarity (CS) The BLEU and CS are measured
between original utterances and polite-transferred utter-
ances.

BlenderBot finetuned on Pol CC Flu

Vanilla (no FT) 3.46 1.16 4.64
DailyDialog (DD) 3.90 3.74 4.54
DD + Madaan et al. (2020) 3.50 3.06 3.98

DD + Ours 4.26 2.94 4.30

Table 4: Human Evaluation on BlenderBot outputs. We
measured politeness (Pol), coherent to context (CC),
and fluency (Flu).

(see Section 4.2). To achieve politeness in re-
sponses, we use the synthetic polite dialogue cor-
pus D̂ obtained using our politeness transfer model.

4 Experiment

4.1 Datasets
Politeness Transfer We use the dataset of
Madaan et al. (2020), i.e. preprocessed and filtered
sentences from the Enron e-mail dataset (Shetty
and Adibi, 2004) into ten buckets (P0-P9) based
on the score of a politeness classifier by Niu and
Bansal (2018). We use Madaan et al. (2020)’s TF-
IDF-based approach to remove politeness markers
(see Section 3) from the sentences in the most po-
lite P9 bucket to prepare synthetic parallel data for
training our politeness transfer models.

Dialogue To train our response generation mod-
els, we use DailyDialog (Li et al., 2017), an open-
domain dataset of 13,118 human-human dialogues.
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Figure 2: Confusion Matrix of multi-class politeness
classification. We can see that the model confuses
mainly neighboring buckets and the vast majority is
classified correctly.

DailyDialogue was collected to represent natural
day-by-day conversations between human partici-
pants. It is constructed mainly from English learner
websites and represents rather formal written con-
versations. Each conversation is focused on certain
topics, but the domain is not restricted in general.
The average length is 7.9 turns per dialogue. The
dataset is split into a training set with 11,118 dia-
logues and validation and test sets with 1,000 dia-
logues each.

4.2 Settings

We use BART (Lewis et al., 2020) for politeness
transfer. For dialogue modeling, we use multi-
ple pre-trained models: (1) GPT-2 (Radford et al.,
2019), which is a Transformer decoder trained for
general language modeling (including dialogues),
(2) DialoGPT (Zhang et al., 2020), which shares
GPT-2’s architecture but was pre-trained specifi-
cally on dialogue data, (3) BlenderBot (Roller et al.,
2021), which is an encoder-decoder Transformer
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Context : Nani Book Store. How can I help you? Do you have the ’The man and the Sea’ by Ernest Hemingway?

Ground Truth Yes, we have one copy left.

Vanilla (no FT) I would love to try it, but I don’t think I’ll be able to afford it.
DailyDialog (DD) Yes, it ’ s on that shelf. I ’ ll get it for you right away.
DD + Madaan et al. (2020) We do. Would you like a look at it?

DD + Ours Yes, we do. Would you like to have a look at it? please let me know.

Table 5: A sample output using BlenderBot. Vanilla BlenderBot produces polite but irrelevant responses, and
models finetuned on all DailyDialog data versions produce relevant responses, but ours is arguably the most polite.

specifically trained to learn dialogue skills such as
empathy or engagement.3

4.3 Baselines

Politeness Transfer We compare our system
against Madaan et al. (2020). They used 4-layered
transformers (Vaswani et al., 2017) to train both
tagger and generator modules. Each transformer
has 4 attention heads with a 512 dimensional em-
bedding layer and hidden state size.

Dialogue Model We evaluate all dialogue mod-
els against three baselines: (1) vanilla version of
the model, (2) model fine-tuned on unchanged Dai-
lyDialog data, (3) model finetuned on synthetic
polite DailyDialog data generated in the same fash-
ion as in our full model, but using Madaan et al.
(2020)’s politeness transfer instead of ours.

5 Evaluation

5.1 Metrics

Following prior work (Madaan et al., 2020; Niu and
Bansal, 2018), we use automatic metrics for the
evaluation of the models along two major dimen-
sions: (1) style transfer and (2) content preservation
and relevance. To measure politeness transfer qual-
ity, we compute Polite Score, which is defined as
the average score given to the generated sequences
by our politeness classifier, which we created by
finetuning BERT (Devlin et al., 2019) on Madaan
et al. (2020)’s Enron data (see Section 4.1).4 Fol-
lowing prior work (Jin et al., 2022; Hu et al., 2022),
we evaluate the relevance and content preservation
using embedding similarity (Rahutomo et al., 2012)
and BLEU score (Papineni et al., 2002). For em-

3We use AdamW optimizer with a learning rate of 5e-4 in
all cases. The politeness transfer model is trained for 5 epochs
using batch size 8. All dialogue models are finetuned for 4
epochs using batch size 3.

4Although the scale of politeness classes is not necessarily
linear, we believe that this is still a good indicator of the overall
politeness of the data.

bedding similarity, we use a pre-trained Sentence-
BERT model (Reimers and Gurevych, 2019) and
cosine similarity. We use BLEU-1 and BLEU-2 to
account for the expected different phrasing in po-
lite outputs and the high output variance common
to open-domain dialogue response generation. As
automated metrics for language generation do not
correlate well with human judgments (Novikova
et al., 2017), we conduct a small-scale in-house
human evaluation with expert annotators (computa-
tional linguistics graduate students). We randomly
select 50 context-utterance pairs from the DailyDi-
alog test set for all models based on the strongest
BlenderBot language model. The annotators rate
model outputs using a 5-point Likert scale for po-
liteness, coherence to context, and fluency.

5.2 Results

Politeness classification The accuracy of our
BERT-based politeness classification model is
83.27% on the politeness transfer data. More im-
portantly, the confusion matrix in Figure 2 shows
that the model confuses mostly adjacent classes;
the average error is only 0.98.

Politeness Transfer We compare the politeness
transfer models on content preservation and polite-
ness improvement using a test portion of Madaan
et al. (2020)’s data used for training, which con-
sists of synthetic non-polite sentences and the cor-
responding original polite sentences. Models are
tasked with producing polite sentences from syn-
thetic non-polite ones; the result is then compared
to the original human-written polite sentences. Ta-
ble 1 shows the results. Our model achieves a
higher politeness score than Madaan et al. (2020)
while producing sentences more similar to the orig-
inal human-written ones based on BLEU and sen-
tence similarity scores.

We also evaluate the performance of the polite-
ness transfer models with respect to content preser-
vation and politeness improvement on the synthetic
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pairs of contexts and polite utterances from the
DailyDialog dataset we prepared. The results are
shown in Table 3. Note that unlike in the previ-
ous experiment, we measure content preservation
against the original (source) utterances. We ob-
serve that our model increases politeness over the
source data and outperforms Madaan et al. (2020).
We can see a slight drop in content preservation
metrics against the original utterances, but this is
expected as these metrics also reflect changes in
phrasing.

Dialogue modeling Results of automatic metrics
for dialogue modeling are shown in Table 2. The
performance differences between the pre-trained
models used are expected given the models’ prop-
erties and intended use cases. While GPT-2 scores
low on politeness, the dialogue-specific models ob-
tain better results. As expected, all models perform
much better in terms of content preservation after
finetuning. Both ours and Madaan et al.’s polite-
ness transfer result in an increase in politeness, and
we can observe that our method consistently out-
performs Madaan et al.’s. Moreover, our method
is the only one that improves the Polite Score over
the vanilla BlenderBot model. Finally, although the
application of politeness transfer causes a decrease
in content similarity with reference responses from
DailyDialog, the drop is marginal, not consistent
with all metrics, and could be caused by different
phrasing, same as in the case of politeness transfer
(cf. Table 3).

Human Evaluation We have evaluated 50 model
outputs for each variant of the BlenderBot model
(see Table 5 for a sample). The results are pre-
sented in Table 4. The human evaluation results
mostly agree with our automatic evaluation results:
our data preparation method performs better than
Madaan et al. (2020)’s transfer in terms of polite-
ness and is able to improve the base BlenderBot
model. Both politeness-increasing methods cause a
slight degradation in context coherency of the gen-
erated utterances; ours performs slightly worse in
this aspect. However, our full approach yields more
fluent outputs than the model trained on Madaan
et al. (2020)’s politeness transfer.

6 Conclusion

We propose an innovative way of increasing dia-
logue models’ politeness. Our method is trained in
two steps: the creation of synthetic training corpora

with increased politeness and dialogue model train-
ing. The resulting dialogue response generation
model is end-to-end and does not require postpro-
cessing. Compared against multiple baselines for
both politeness transfer and dialogue modeling, our
politeness transfer model and dialogue response
generation achieve increased politeness while still
preserving important content. In future work, we
aim to extend our method to other stylized response
generation tasks.
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